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Note: the solutions presented here are brief in relation to the requirements on your answers, in particular regarding your motivations.

## Question 1

(Simplex method)
(1p) a) The problem on standard form is:

$$
\begin{align*}
\operatorname{minimize} & x_{1}^{+}+x_{1}^{-}+x_{2}^{+}+x_{2}^{-}  \tag{1}\\
\text {subject to } & x_{1}^{+}-x_{1}^{-}-2 x_{2}^{+}+2 x_{2}^{-}-s_{1}=1,  \tag{2}\\
& -x_{1}^{+}+x_{1}^{-}-x_{2}^{+}+x_{2}^{-}+\quad s_{2}=5,  \tag{3}\\
& x_{1}^{+}, x_{1}^{-}, \quad x_{2}^{+}, \quad x_{2}^{-}, \quad s_{1}, s_{2} \geq 0 \tag{4}
\end{align*}
$$

Using $x_{B}=\left(x_{1}^{-}, x_{2}^{-}\right)$, we get

$$
x_{B}=B^{-1} b=\left[\begin{array}{cc}
-1 & 2 \\
1 & 1
\end{array}\right]^{-1}\left[\begin{array}{l}
1 \\
5
\end{array}\right]=\frac{1}{3}\left[\begin{array}{cc}
-1 & 2 \\
1 & 1
\end{array}\right]\left[\begin{array}{l}
1 \\
5
\end{array}\right]=\left[\begin{array}{l}
3 \\
2
\end{array}\right] \geq 0
$$

hence $x_{B}$ is a BFS.
$(1.5 \mathbf{p})$ b) First iteration: we have $x_{B}=\left(x_{1}^{-}, x_{2}^{-}\right), x_{N}=\left(x_{1}^{+}, x_{2}^{+}, s_{1}, s_{2}\right), B=\left[\begin{array}{cc}-1 & 2 \\ 1 & 1\end{array}\right], B^{-1}=$ $\frac{1}{3}\left[\begin{array}{cc}-1 & 2 \\ 1 & 1\end{array}\right], N=\left[\begin{array}{cccc}1 & -2 & -1 & 0 \\ -1 & -1 & 0 & 1\end{array}\right], c_{B}=\left[\begin{array}{l}1 \\ 1\end{array}\right], c_{N}^{\mathrm{T}}=\left[\begin{array}{llll}1 & 1 & 0 & 0\end{array}\right], B^{-1} b=\left[\begin{array}{l}3 \\ 2\end{array}\right]$. Checking optimality:
$\bar{c}_{N}^{\mathrm{T}}=c_{N}^{\mathrm{T}}-c_{B}^{\mathrm{T}} B^{-1} N=\left[\begin{array}{llll}1 & 1 & 0 & 0\end{array}\right]-\left[\begin{array}{ll}0 & 1\end{array}\right]\left[\begin{array}{cccc}1 & -2 & -1 & 0 \\ -1 & -1 & 0 & 1\end{array}\right]=\left[\begin{array}{llll}2 & 2 & 0 & -1\end{array}\right]$
Not optimal, minimum reduce costs indicate $s_{2}$ enter the basis.
Minimum ratio test:

$$
\underset{i \in\left(B^{-1} N_{4}\right)_{i}>0}{\operatorname{argmin}} \frac{\left(B^{-1} b\right)_{i}}{\left(B^{-1} N_{4}\right)_{i}}=\operatorname{argmin}\left\{\frac{3}{2 / 3}, \frac{2}{1 / 3}\right\}=\operatorname{argmin}\left\{\frac{9}{2}, 6\right\}
$$

hence, $x_{1}^{-}$leaves the basis.
Second iteration: we have $x_{B}=\left(x_{2}^{-}, s_{2}\right), x_{N}=\left(x_{1}^{+}, x_{1}^{-}, x_{2}^{+}, s_{1}\right), B=\left[\begin{array}{ll}2 & 0 \\ 1 & 1\end{array}\right], B^{-1}=$
$\frac{1}{2}\left[\begin{array}{cc}1 & 0 \\ -1 & 2\end{array}\right], N=\left[\begin{array}{cccc}1 & -1 & -2 & -1 \\ -1 & 1 & -1 & 0\end{array}\right], c_{B}=\left[\begin{array}{l}1 \\ 0\end{array}\right], c_{N}^{\mathrm{T}}=\left[\begin{array}{cccc}1 & 1 & 1 & 0\end{array}\right], B^{-1} b=$ $\frac{1}{2}\left[\begin{array}{l}1 \\ 9\end{array}\right]$.
Checking optimality:
$\bar{c}_{N}^{\mathrm{T}}=c_{N}^{\mathrm{T}}-c_{B}^{\mathrm{T}} B^{-1} N=\left[\begin{array}{llll}1 & 1 & 1 & 0\end{array}\right]-\left[\begin{array}{cc}\frac{1}{2} & 0\end{array}\right]\left[\begin{array}{cccc}1 & -1 & -2 & -1 \\ -1 & 1 & -1 & 0\end{array}\right]=\left[\begin{array}{cccc}\frac{1}{2} & \frac{3}{2} & 2 & \frac{1}{2}\end{array}\right] \geq 0$
The current basis is optimal.
The solution in the original variables are $x_{1}=0, x_{2}=-\frac{1}{2}$.
$(\mathbf{0 . 5 p})$ c) Note that the columns of $x_{1}^{+}, x_{1}^{-}$are linearly dependent, hence, by definition of basis they both cannot be non-zero in a BFS. Thus in every BFS one of them is non-zero and the equality hold.

## Question 2

## (unconstrained optimization)

We have that

$$
\nabla f(\boldsymbol{x})=\left(2 x_{1}+x_{2}+2, x_{1}-2 x_{2}\right), \quad \nabla^{2} f(\boldsymbol{x})=\left(\begin{array}{cc}
2 & 1 \\
1 & -2
\end{array}\right), \quad \nabla^{2} f(\boldsymbol{x})+\gamma I=\left(\begin{array}{ll}
5 & 1 \\
1 & 1
\end{array}\right)
$$

(1.5p) a) At $\boldsymbol{x}^{0}=(0,0)$ the search direction is $-\nabla f\left(\boldsymbol{x}^{0}\right)=(-2,0)$. So $\boldsymbol{x}^{1}=(-2,0)$.

At $\boldsymbol{x}^{1}=(-2,0)$ the search direction is $-\nabla f\left(\boldsymbol{x}^{1}\right)=(2,2)$. So $\boldsymbol{x}^{2}=(0,2)$.
$\boldsymbol{x}^{2}=(0,2)$ is not an optimal solution since $\nabla f\left(\boldsymbol{x}^{2}\right) \neq \mathbf{0}$
$(1.5 p)$ b) At $\boldsymbol{x}^{0}=(0,0)$ the search direction is $-\left(\nabla^{2} f\left(\boldsymbol{x}^{0}\right)+\gamma I\right)^{-1} \nabla f\left(\boldsymbol{x}^{0}\right)=(-1 / 2,1 / 2)$. So $\boldsymbol{x}^{1}=(-1 / 2,1 / 2)$.
At $\boldsymbol{x}^{1}=(-1 / 2,1 / 2)$ the search direction is $-\left(\nabla^{2} f\left(\boldsymbol{x}^{1}\right)+\gamma I\right)^{-1} \nabla f\left(\boldsymbol{x}^{1}\right)=(3 / 2,-9 / 4)$. So $\boldsymbol{x}^{2}=(1 / 4,-7 / 4)$. $\boldsymbol{x}^{2}=(1 / 4,-7 / 4)$ is not an optimal solution since $\nabla f\left(\boldsymbol{x}^{2}\right) \neq \mathbf{0}$

## Question 3

(1p) a) Define $f(y)=\inf _{\mathbf{x} \in \mathbf{X}} \phi(\mathbf{x}, \mathbf{y})$, then it holds that $f(y)=\inf _{\mathbf{x} \in \mathbf{X}} \phi(\mathbf{x}, \mathbf{y}) \leq \phi(\mathbf{x}, \mathbf{y})$.
Therefore, $\sup _{\mathbf{y} \in \mathbf{Y}} f(y) \leq \sup _{\mathbf{y} \in \mathbf{Y}} \phi(\mathbf{x}, \mathbf{y})$ for any $\mathbf{x}$.
So, $\sup _{\mathbf{y} \in \mathbf{Y}} f(y) \leq \inf _{\mathbf{x} \in \mathbf{X}} \sup _{\mathbf{y} \in \mathbf{Y}} \phi(\mathbf{x}, \mathbf{y})$. Which means:

$$
\sup _{\mathbf{y} \in \mathbf{Y}} \inf _{\mathbf{x} \in \mathbf{X}} \phi(\mathbf{x}, \mathbf{y}) \leq \inf _{\mathbf{x} \in \mathbf{X}} \sup _{\mathbf{y} \in \mathbf{Y}} \phi(\mathbf{x}, \mathbf{y})
$$

(2p) b)

$$
\begin{aligned}
& \rho\left((1-\alpha) \mathbf{x}_{\mathbf{1}}+\alpha \mathbf{x}_{\mathbf{2}}\right) \\
= & \max _{\mathbf{y} \in \mathbf{Y}} \phi\left((1-\alpha) \mathbf{x}_{\mathbf{1}}+\alpha \mathbf{x}_{\mathbf{2}}, \mathbf{y}\right) \\
= & \left(\text { suppose the optimal } \mathbf{y} \text { for this optimization problem is } \mathbf{y}_{\mathbf{1}}\right) \\
= & \phi\left((1-\alpha) \mathbf{x}_{\mathbf{1}}+\alpha \mathbf{x}_{\mathbf{2}}, \mathbf{y}_{\mathbf{1}}\right) \\
= & (\text { the function } \phi \text { is convex in } \mathbf{x} \text { for any given } \mathbf{y}) \\
\leq & (1-\alpha) \phi\left(\mathbf{x}_{\mathbf{1}}, \mathbf{y}_{\mathbf{1}}\right)+\alpha \phi\left(\mathbf{x}_{\mathbf{2}}, \mathbf{y}_{\mathbf{1}}\right) \\
\leq & (1-\alpha) \max _{\mathbf{y} \in \mathbf{Y}} \phi\left(\mathbf{x}_{\mathbf{1}}, \mathbf{y}\right)+\alpha \max _{\mathbf{y} \in \mathbf{Y}} \phi\left(\mathbf{x}_{\mathbf{2}}, \mathbf{y}\right) \\
= & (1-\alpha) \rho\left(\mathbf{x}_{\mathbf{1}}\right)+\alpha \rho\left(\mathbf{x}_{\mathbf{2}}\right)
\end{aligned}
$$

By definition of convexity $\rho(\mathbf{x})$ is convex.
To show the function $\min _{\mathbf{x} \in \mathbf{X}} \phi(\mathbf{x}, \mathbf{y})$ is a concave function in $\mathbf{y}$ is the same as shown $-\min _{\mathbf{x} \in \mathbf{X}} \phi(\mathbf{x}, \mathbf{y})$ is a convex function in $\mathbf{y}$, which is the same as shown $\max _{\mathbf{x} \in \mathbf{X}}-\phi(\mathbf{x}, \mathbf{y})$ is a convex function in $\mathbf{y}$. We know the function $\phi$ is concave in $\mathbf{y}$ for any given $\mathbf{x}$, so the function $-\phi$ is convex in $\mathbf{y}$ for any given $\mathbf{x}$. Then the rest of the prove is as before.

## (3p) Question 4

(KKT conditions)
(2p) a) The KKT conditions are

$$
\begin{gathered}
\nabla f(\boldsymbol{x})+\sum_{i=1}^{3} \mu_{i} \nabla g_{i}(\boldsymbol{x})=\binom{-1}{1}+\mu_{1}\binom{2 x_{1}}{1}+\mu_{2}\binom{3\left(x_{1}-1\right)^{2}}{-1}+\mu_{3}\binom{-1}{0}=\binom{0}{0} \\
\mu_{i} g_{i}(\boldsymbol{x})=0, \quad i=1,2,3 \\
\mu_{i} \geq 0 . \quad i=1,2,3
\end{gathered}
$$

For necessity we check LICQ. For interior points, since there is no active constraints, so the gradients of the active constraints are linearly independent. For the points on the boundary, but not extreme points, since there is only one active constraint, so the gradients of the active constraints are linearly independent. Now we check the extreme points. There are three extreme points: $(2,1)^{T}$, $(2,39)^{T},(4,27)^{T}$.
For the point $(2,1)^{T}$, the gradients of the active constraints are $(3,-1)^{T}$ and $(-1,0)$. They are linearly independent.
For the point $(2,39)^{T}$, the gradients of the active constraints are $(2,1)^{T}$ and $(-1,0)$. They are linearly independent.
For the point $(4,27)^{T}$, the gradients of the active constraints are $(8,1)^{T}$ and $(27,-1)$. They are linearly independent.
So, LICQ holds at all feasible points, which means KKT conditions are necessary.
For sufficiency, the objective function is obviously convex. $f=x_{1}^{2}+x_{2}$ is convex, by level set theorem, set $\left\{x_{1}^{2}+x_{2} \leq 43\right\}$ is convex. The eigenvalues of hessian of $\bar{f}=\left(x_{1}-1\right)^{3}-x_{2}$ are $6\left(x_{1}-1\right)$ and 0 . So when $x_{1} \geq 2$, the function $\bar{f}$ is convex. So the set $\left\{\left(x_{1}-1\right)^{3}-x_{2} \leq 0, x_{1} \geq 2\right\}$ is convex. The intersection of convex sets are convex, so the feasible set is convex. Thus, the problem is convex. Which means KKT conditions are sufficient.
$(1 \mathbf{p}) \quad$ b) Look at the first KKT condition, we can see $\mu_{2}$ must be positive. If $g_{2}$ is the only active constraint, then $x_{1}<2$, which is not feasible. If $g_{1}$ and $g_{2}$ are active, it corresponds to the point $(4,27)^{T}$.

$$
\binom{-1}{1}+\mu_{1}\binom{8}{1}+\mu_{2}\binom{27}{-1}=\binom{0}{0}
$$

Solve this we get $\mu_{1}=-\frac{26}{35}, \mu_{2}=\frac{9}{35}$. Since $\mu_{1}<0$, so it is not a KKT point.
If $g_{2}$ and $g_{3}$ are active, it corresponds to the point $(2,1)^{T}$.

$$
\binom{-1}{1}+\mu_{2}\binom{3}{-1}+\mu_{3}\binom{-1}{0}=\binom{0}{0}
$$

Solve this we get $\mu_{2}=1, \mu_{3}=2$. So it is a KKT point.
Since the KKT conditions are sufficient for optimality, so $(2,1)^{T}$ is the optimal point and the optimal value is -1 .

## (3p) Question 5

(modeling)
Additional sets:

- $A$ set of arcs with no incoming arcs to the source nodes and no outgoing from the terminal nodes.
- $\delta^{+}(i)$ be the set of nodes $j \in N$ such that $(i, j) \in A$.
- $\delta^{-}(i)$ be the set of nodes $j \in N$ such that $(j, i) \in A$.

Variables:

- $f_{i j}$ denote the units of flow sent from node $i \in N$ to node $j \in N$, where $(i, j) \in A$.
- $p_{i}$ denote the portion of the pollutant in the flow leaving node $i \in N$.

Additional parameters:

- $\bar{p}_{i}$ be the known level of the pollutant leaving the source nodes $i \in S$.

$$
\left.\begin{array}{rlr}
\text { minimize } & \sum_{i \in S} c_{i} \sum_{j \in \delta^{+}(i)} f_{i j} & \\
\text { subject to } & \sum_{j \in \delta^{+}(i)} f_{i j}-\sum_{j \in \delta^{-}(i)} f_{j i} & =0, \\
\sum_{j \in \delta^{-}(i)} f_{j i} & \geq d_{i}, & i \in I, \\
\sum_{j \in \delta^{-}(i)} p_{j} f_{j i}-p_{i} \sum_{j \in \delta^{-}(i)} f_{j i} & =0, & i \in T, \\
p_{i} & =\bar{p}_{i}, & i \in T, \\
p_{i} & \leq \bar{p}_{i}, & i \in S, \\
f_{i j} & \geq 0, & (i, j)
\end{array}\right) \in A \text {, }
$$

(2) and (3) are the flow balance equations for the fluid, (4) is the flow balance equations for the pollutants, and (5), (6), (7) are the constraints on the pollutants and on the flow.

## Question 6

(true or false)
(1p) a) False. The primal problem might also be infeasible.
$(1 \mathbf{p}) \quad$ b) False. Counter-example is $f(x)=x^{3}$ and the point $x^{*}=0$.
$\mathbf{( 1 p )}$ c) True. In order to find the search direction one needs to solve the problem $\min \boldsymbol{x} \in P \nabla f\left(\boldsymbol{x}^{k}\right)^{\mathrm{T}}\left(\boldsymbol{x}-\boldsymbol{x}^{k}\right)$ where $P$ is the polyhedron and $\boldsymbol{x}^{k}$ is the current iterate. And this is a linear program.

## (3p) Question 7

(Lagrangian duality)
The Lagrangian dual function is

$$
\begin{aligned}
q(\mu) & =\min _{x 1, x_{2} \leq 2} x_{1}^{2}+2 x_{2}^{2}+\mu\left(2-x_{1}-x_{2}\right) \\
& =2 \mu+\min _{x_{1} \leq 2}\left(x_{1}^{2}-\mu x_{1}\right)+\min _{x_{2} \leq 2}\left(2 x_{2}^{2}-\mu x_{2}\right) .
\end{aligned}
$$

At $\mu=0$ the two inner optimization problems have solutions $x_{1}=0$ and $x_{2}=0$. So $q(0)=0$.

At $\mu=6$ the two inner optimization problems have solutions $x_{1}=2$ and $x_{2}=1.5$ so $q(6)=-0.5$

