
Serik Sagitov: Statistical Inference course

Slides 3: Parametric models

• Normal distribution model

• Binomial and Hypergeometric distributions

• Gamma distribution model

• Method of moments

• Geometric distribution

REAL WORLD

DATA

Statistical Models

Parameters of the model

Probability Theory      
predicts data patterns      

for a given parametric model

Mathematical Statistics
parameter estimation  

hypotheses testing   
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Normal distribution model

Essentially, all models are wrong ... but some are useful.

A key parametric statistical model is the normal distribution N(µ, σ)

described by the probability density function

f(x) = 1

σ
√

2π
e
− (x−µ)2

2σ2 , −∞ < x <∞

Parameters µ and σ are the mean value and standard deviation of the
probability distribution N(µ, σ). All normal curves have the same shape.

Question. Additive noise model = signal + noise. Why is N(0, σ) a
relevant distribution for the noise part? Explain by referring to the CLT.
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Test question

Using the table for P(Z ≤ z) and Z ∼ N(0, 1), check that 1√
2πe

= 0.242.
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Binary data

An urn contains N balls labelled as 0 or 1. Let p be the population
proportion of 1’s. In this case the population distribution is Bernoulli
distribution with parameter p denoted by Bin(1, p).

Draw n balls from the urn, and call the sample mean a sample proportion

x̄ =
x1 + . . .+ xn

n
= p̂

For sampling with replacement, the number of 1’s in the sample

T = X1 + . . .+Xn ∼ Bin(n, p)

has a binomial distribution.

For sampling without replacement, we get a hypergeometric distribution

T ∼ Hyp(N,n, p)

Here all Xi ∼ Bin(1, p) but they are dependent random variables.

Question. Why p̂ is an unbiased and consistent estimate of p in both
cases?
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Binomial and Hypergeometric distributions

The binomial distribution Bin(n, p) has mean and variance

µ = np, σ2 = np(1− p).

The hypergeometric distribution Hyp(N,n, p) has mean and variance

µ = np, σ2 = np(1− p)(1− n−1
N−1

).

Standard error of p̂ for sampling with replacement

sp̂ =
√

p̂(1−p̂)
n−1

and for sampling without replacement

sp̂ =
√

p̂(1−p̂)
n−1

√
1− n

N
.

Question. Course data: proportion of females was p̂ = 27
94

= 0.29 yielding

Ip ≈ p̂± 1.96 ·
√

p̂(1−p̂)
n−1

= 0.29± 0.09 = (0.20, 38).

What does interval (0.20, 38) say about the proportion p?
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Gamma distribution model

Gamma distribution Gam(α, λ)

f(x) =
1

Γ(α)
λαxα−1e−λx, x > 0,

is described by the shape parameter α > 0 and the rate parameter λ > 0.
The gamma density function involves the gamma function

Γ(α) =

∫ ∞
0

xα−1e−xdx,

which is an extension of the factorial to non-integer numbers, in that

Γ(k) = (k − 1)! for k = 1, 2, . . .

Different values of α bring different shapes for the gamma curve. If
α = 1, then we get an exponential distribution Gam(1, λ) = Exp(λ).

If α = k is integer, and Xi ∼ Exp(λ) are independent, then

X1 + . . .+Xk ∼ Gam(k, λ).
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Method of moments

The mean and variance values of the gamma distribution

µ = α
λ
, σ2 = α

λ2 .

Question: how to estimate unknown population parameters (α, λ) given a
random sample (x1, . . . , xn) generated by Gam(α, λ)?

Method of moments is build around equations for the first two
population moments

E(X) = α
λ
, E(X2) = α(1+α)

λ2 .

Replacing the unknown E(X) and E(X2) with unbiased and consistent
estimates x̄ and x2 we get two equations with two unknowns:

α
λ

= x̄, α(1+α)

λ2 = x2

or equivalently,
α
λ

= x̄, 1+α
λ

= x2

x̄

Solving these we obtain the method of moments estimates α̃ and λ̃.
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Method of moments, examples

Example: 24 heights

Since x̄ = 181.46, x2 = 32964.2, we get a pair of equations

α
λ

= 181.46, 1+α
λ

= 32964.2
181.46

= 181.66

which give the method of moments estimates

λ̃ = 5.00, α̃ = 907.3.

Example: 130 hopping birds
Numbers of hops between flights for n = 130 birds

Number of hops 1 2 3 4 5 6 7 8 9 10 11 12 Tot

Frequency 48 31 20 9 6 5 4 2 1 1 2 1 130

The histogram reminds of a geometric distribution Geom(p)
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Geometric distribution model

Geometric mean,variance, and the second moment are

µ = 1
p
, σ2 = 1−p

p2
, E(X2) = 1−p

p2
+ 1

p2
= 2−p

p2
.

Using the sample moments

x̄ = total number of hops
number of birds

= 363
130

= 2.79,

x2 = 12·48+22·31+...+112·2+122·1
130

= 13.20,

we can find two MM-estimates from the equations

x̄ = 1
p
, x2 = 2−p

p2
.

The first equation gives p̃1 = 1
2.79

= 0.36, while the second can be
written as

(13.2) · p2 + p− 2 = 0

giving a similar answer p̃2 = 0.35.

Question. Are p̃1 and p̃2 unbiased estimates of p? Are they consistent
estimates?
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