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Options and Mathematics: Lecture 15

November 26, 2020

Review of finite probability theory

Let © be a set containing a finite number of elements wy, wa, ..., wyr.

We denote €1 as

Q={w,...,wn}t, or Q= {wliz1,. M

and call it a sample space.

The elements w; € Q, i = 1,..., M, are called sample points. The sample
points identify the possible outcomes of an experiment.

Examples
For the experiment “rolling a die” we have

Q= {1.2,3.4,5.6} (M =6),
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For the experiment “tossing a coin once”, we have

Q=0 = {HT} (M=2),

where H stands for “Head” and T for “Tail”.

In the experiment “tossing a coin twice” we have

Q== {(H H),(HT),(T.H),(T.T)} (M=2>=14)

and in the experiment “tossing a coin N times” we have

S
/ 0= QN = {W = ("."1.'/]"23--“’}::'\-'); Yi =H or T'. J = ]-t-"fl'i\r} = {HﬁT}'N @
/

We denote by 2*! the power set of £, i.c.. the set of all subsets of 2.

2% consists of the empty set (), the subsets aining one element, i.e.,
@,({@, ooy {war}, which are called :wljg\gets, the subsets contain-
ing two elements, i.e.,

{wl.w2}, s {WJ?W_-U}-. {"-’-"2:"-‘-;3}3 sy {wg,w‘.\;}, s {wnf—lzw_-u}.
~——
the subsets containing 3 elements and so on, and the set Q = {wy,... wy}
itself. Thus 2 contains 2M elements. o~ —
L

For instance
=7 2% = {0, {H}{T}, {H.T} = M}. ﬂtc ll " ‘T‘g

/ The elements of 2 (i.c., the subsets of §2) are called events. They identify

possible events that occur in the experiment. J—

For example

{2,4.6} = [the result of throwing a die is an even number],
a0y D 2
2
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Z 5 {(H,H), (T, T)} = [tossing a coin twice gives the same outcome in both tosses|. —
~—

O . aventc Co~

Let A, B € 2% are events. ( Nt A.‘ % '<d .Szj
AU B is the event that A or B happens

AN B is the event that both A and B happen.

If the sets A, B C Q are disjoint, i.e., AN B = 0, the events A and B cannot
A oceur simultaneously.

Probability of events 2\ * 'S' SE a ZlZ ‘4' ‘;g - §

The atomic set {w;} identifies the event that the outcome of the experiment
is exactly w;.

We want to assign a probability P to such special events. To this purpose we
introduce M real numbers py, po, . ... par such that
N e

(fu ®0)

Purty='!

O<p; <1 foralli=1,..., M, an
A

The M-dimensional vector (py, pa,....par) is called a probability vector.
[

We define p; to be the probability of the event {w;}, that is

—_——

./-D]P({wi}):pg, i=1,..., M.

Any event A € 2% can be written as the disjoint union of atomic events, e.g.,

ENENT AUAT THT
sUTCloM T \S %y ’ = {wiwsws} = {wi} U {ws} U {ws}- R (1" bo'\'\ \N>>l [0-(0253

o0& W, oe by : R -
by This leads to define the probability of the event A € 2% as = /ﬁ (ZIUQA’ .\ 4 W [ )l w;{\

3 g a WMW@ = ¥, ’f?%'\'“'e
A< st
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PA) = 3 Bw) = 3 o

iy e A B EA

We shall also write the definition of [P(A) as NP WOV

(P(A) = XeaPUw))

ono
In particular Son g1 ¢ WY

M _ 6
PO - YR - Yn—1 7w €2F S

wel} t!

T eTWING WA TEENS Ll
¢
B =0, 7 2ERo SesmABLT]

We also set

which means that it is impossible that the experiment gives no outcome.

The empty set ) is the only event with zero probability: any other such event
is excluded a priori by the sample space.

At this point every event has been assigned a probability.

Definition 5.1

Given a probability vector (py,...,pa) and a set Q = {wy,...,wy}, the

fl.lnct.ionw defined by P(0)) = 0 and -
PA = 3

T EA

is called a probability measure. The pair (€2, ), is called a finite prob-
ability space. -
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fil ( } (/:T;\, (‘\',‘ﬂ”@) - T’L (\-¢) + ¢ (-%)
A ~ P+ -0

Example
Vi

Definition 5.2 /// g%

Given\ﬂ‘f_;(f_ll, the pair (Qy,P,) given by f\?\,-\,- /ii}i TH and

1<

(Po(A) = e PV (1 = p)¥r, for all A € 27
{

is called the N-coin toss probability space. Here Ny(w) is the munber
of H in the sample w and Ny(w) = N — Ny(w) is the number of T,

Conditional probability

It is possible that the occurrence of an event A affects the probability that a
second event B occurred. For instance, for a fair coin we have P,({H, H}) =
1/4, but if we know that the first toss is a tail, then P,({H, H}) = 0. This
simple remark leads to the definition of conditional probability.

Definition 5.3

Given two events A, B such that IP(B) > 0, the conditional probability of
A given B is defined as

P(ANB))
B | &

{[P(A|B) -

Similarly, if By, Bs, ..., B, are events such that P(B, N ---N B,) > 0, the

conditional probability of A given B,,..., B, is

PANB N---NB,) D= 31037 _.,ﬂBM
P(A|B,,....B,) = N By

If the occurrence of B does not affect the probability of occurrence of A,
ie., if P(A|B) = P(A), we say that the two events are independent. By the
previous definition, the independence property is equivalent to the following,.

5
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Definition 5.4

Two events A, B are said to be independent if

[P(AN B) = P(A)P(B)]

Similarly, n events Ay, ..., A, are said to be independent if

P(Ag, 0N A, ) =P(A) - P(A,),

m

forall 1 <k <k < <k, <.

Random Variables

In general the purpose of an experiment is to determine the value of quan-
tities which depend on the outcome of the experiment (e.g., the velocity of
a particle, which is determined by successive measurements of its position).
We call such quantities random variables.

Definition 5.5

Let (€2,P) be a finite probability space. A random variable is a function

X Q=R
mw=14
If g : R" — R, then the random variable Y = g(X;, Xo, ..., X,,) is said to be
measurable with respect to the random variables X, ..., X,,. \{ = ‘b()()

YD =g xbe)

Given A C €, the random variable [ 4 : © — {0,1} given by ol AL We L

h_J 1l ifweA WWLCKk  WEARD  ru AT
L) =10 ifwga
’ & T enew K (09)
is called the indicator function of the event A. THSN 3 MSe KhoW Y(w)

Exmrcg: K1 S > ™
6 X(oﬂ: M*(U:ﬁ \[ - NT (L\)W
NT(UD TN =N @) | weneE

7’9 QGQXW) wwg s %m:\o-z
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Since € = {w,...,wy}, then a random variable X on a finite probability

space is necessarily a finite random variable, i.e., it can attain only a finite
number of values @y, ..., x5, namely

X(wx') = Ty,

The values x1,..., 2 need not be distinet. < = =X M = c

If X(w;)=c¢, foralli=1,...,M, wesay that X is a deterministic con-
stant (the value of X is independent of the outcome of the experiment).
value o1 A 15 independent of the outcome ol the exper

The image of X is the finite set defined as

Im(X) = {x € R such that X(w) =, for some w € Q}, \\

i.e., Im(X) is the set of possible values attainable by X.
Notation

Given a € R, we denote

={uigﬂzxg)=a.},

which is the event that X attains the value a. Of course, {X = a} = 0 if
Yo

a ¢ Im(X). In general, given I C R, we denote

(Xel}={we:Xwel), [T ET»«&X\S
~~—

which is the event that the value attained by X lies in the set [.
Moreover we denote

K=oy =t =(X=an =l (XehYeh)=(Xchinl ch)

The probability that X takes value a is given by W ( ’.\K - Q'\L&w = ° '( ¥ ae Im(?;)

T
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Xz N, W) 1 Sty =R
Ten (X) = Jo, A2 3
RO% = 2 = ) +TLEART) - P T )
P(X =a) = P({X =a}) = S = 2% (-F)

e i:X{ﬂ)=ﬂ X - 2 e F o \ S
< THE CoUWew\NE
If a . X =a) =P(0) =0. ode  ©W c °
3-4DSSES

More generally, given any open subset [ of R, we write

(b am) () (T
PXeD=P{Xelh)= > p
X (wi)el

which is the probability that the value of X belongs to I.

S -
In the probability space of a fair die consider the random variable
COMAPLE @ AcCe
=) — —
X(w) = (1), we{1.2,3.4,5,6}.7 THE ™E ¥Poll
/—\/\_,\

Example P= % = =% =4
AL L=

ok

Then X (w) =1 if w is even and X (w) = —1 is w is odd. Moreover T \,*w = "( -4, 537

—

P(X =1) =P({2.4,6}) = 1/2, P(X = —1) = P({1,3,5}) = 1/2,
whereas
A % = Zl\\%‘si
P(X # +1) =P(0) = 0.
AZE
The event, A 3 {2, 4, 6} i said to be resolved by X, because the occurrence

of the event A (i.e., the fact that the outcome of the throw is an even number)
is equivalent to X taking value 1. oR -\ Rz o9

93%

In general, given a random variable X : Q — R, the events resolved by X
are the sets of the fUI‘l’I for some I C R. These events comprise
the so called information carried by X.

8 /%2(?‘611)% = € (x)
TR
G"P(L%E%A ¢ x

CO(L \NED LKL D c ARR\ED
1 %)

%xeﬂ;c ST
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Let (©,P) be a finite probability space and X : Q@ — R a random variable.
The function fy : R — [0, 1] defined by

Definition 5.6

ﬁ [fx(-i'.‘-) =P(X :'r)] x C [-F

is called the probability distribution of X (or probability mass func-
tion), while Fy : R — [0,1] given by

(@) -P(X<2). 7R = ). F(x=y)

\/5)< :Z: % [‘ﬁj

is called the cumulative distribution of X.

Note that fx(x) is non-zero if only if # € Im(X), and that Fy is a non-
decreasing function satisfying

0< Fy(z) <1, lim Fx(z)=0, lim Fx(z)=1
L= =00

Rt ds o)

For example, for the random variable X (w) = (—1)* defined on the proba-

bility space of a fair die we have N~
IAM (3(\ = ll -1 ll
0, < —1,

Fy(z)=<¢ 1/2, xze[-1,1), ?
/ ( 1,/ 1.';[1, A ?(

-
l(?
O
W ! —
-4 1 X

9
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For the applications to the binomial options pricing model, the following
probability distribution plays a fundamental role,

Definition 5.6

Given N € N, N > 1, and p € (0,1), a finite random variable X is said to
be binomially distributed if Im(X) = {0,1,..., N} and if the probability
/‘7 distribution of X is given by the binomial distribution
THE Svock

galiz (=~ ThHT
B\No AL D

k

2 [x(k)=onplk) = ( )pk(] —p)VF k=0,...,N.

For instance, the random variable X (w) = Ny (w) in the N-coin toss proba- | NoM A '/U‘/,_
bility space is binomially distributed. D1 LB CD

The probability that a random variable X takes value in the interval [a, b]
can be written in terms of the distribution of X as

J=z;E[a,b] ia<z;<h

PasX<h= 3 BX=z)= 3 fx@) X, € L QQ
X (wy ~L
In a similar fashion, if g : R — R then

Pla < g(X)<b) = > P(X=w)= > fx(w).

/ i:g( X (w;) )=g(x:) €[a,b] iia<g(a;)<b

ecS N
Toashoury ThAS A CAle STTRN EXFC

e Nese RS> ) =y ’%:SGﬂ(ﬂ
xR

e~ —~—r

10
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Independent random variables

We have seen before that a random variable X carries information.

If Y = g(X) for some (non-constant) function g : R — R, then Y carries no
more information than X: any event resolved by knowing the value of Y is
also resolved by knowing the value of X.

The other extreme case is when two random variables carry independent
information.

Definition 5.8
Let (€2, IP) be a finite probability space.

Two random variables X;, Xy : € — R are said to be independent if
the events {X; € I}, {X, € L} are independent events, for all sets I; C

Im(Xy), I C Im{X5). This means that ~
~ ~

= ]P[)ie I]_,Xz S Ig) = ]P(X] IS I]_)]P[Xg IS Ig).

the events {X; € 1}, {X2 € L,},..., {X. c I,,} are independent for all sets

I, Io,.... I, such that Tjarll(XJ-).

More generally, n random variables Xy, ..., X, 0 @ = R are independent if

The independence property is linked to the probability defined on the sam-
ple space: two random variables may be independent with respect to some
probability and not-independent with respect to another. We shall use later
the following important result:

Theorem 5.1

Let X, Xo, ..., X, be independent random variables, k € {1,...,n—1} and

g:RF - R, f:R** = R. Then the random variables
}/:g(XlsX‘Zr--'st)a Z:f(Xk+l|"' sX'n,)

are independent.

X X, _\th

TXIMNR(Z - ¢ M7 11 (
ANS )(_,l 'X , HZe \nSErneENT

RN, Tug %(AD(AIG\D AZC

AlSD wWIEvevaUr € V.
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