EXERCISE 4.5
(TRANSFORMATIONS OF SDE AND PDE)

For any t € [0,7) and z € R, we denote by (X%*, s € [t,T]) the solution to
S s
X, :x—i—/ b(Xr)dr—i—/ o(X,)AW,, t<s<T,
t t

where the coefficients b,o : R — R are smooth with bounded derivatives, and o(z) > ¢ > 0. For
a given Borel set A C R we define u(t,z) := P(X5" € A). We assume in the following u(t,z) > 0
for any (t,z) € [0,T) x R, and that appropriate smoothness assumptions are satisfied (namely,

u € CH2([0,T) x R)).
i) Let 9 € R and f be a bounded continuous function. Using the PDE satisfied by w on [0,T) x R,

show that
E(f(X¢)u(t, X))
u(0, x0) ’

E(f(X)|Xr € A) = Vi< T,
where X; = X" to simplify.

Solution: Using the definition of conditional expectation, and applying the towering property with
a filtration F;, we find that

B(F(x)|X € 4) = L) RV L ealZe)

(Xp €A u(0, )
_ E(f(X0)E(Lx,ealFy) _ E(f(X)PXFY € 4))
(0, zq) (0, zq)
_ E(f(X)ult, X))
u(0, o) ’

it) We assume that for any s <t < T the equation

X, —at / <b(Xw) 402X

(w,Xw)) dw+/ 0(Xyp)dW,, s<r<t

5,

has a unique solution, denoted by (X,",s <r <t). We set vy(s,x) := E(f(yzw))

a) What is the PDE solved by (s,z) — v¢(s,z) on [0,t) x R?

b) Applying the It6 formula to u(s, Xs) and v (s,z), 0 < s < t, and then to u(s, Xs)ve(s, Xs),
show
E(f(Xy)u(t, X)) = v4(0,20)u(0,z0), Vt<T.

¢) Conclude that for any ¢ < T, the distribution of X; given {Xr € A} is the distribution of
—0,z0

Xy



Solution:

a) The Feynman—Kac formula states that the solution to

Opu(t, =) + Lu(t,z) — k(t,z)u(t,x) + g(t,2) =0, t<T, x € R
u(T,z) = f(x), z¢€RY

is given by

T
'U,(t,x) —F (f(X;—iz)eftT k(nX:’z)dT +/ g(S,X;"I)eiftS k:(nX:’z)dT dS) .
t
E(f(X)

We consider vy(s,z) := x)), i.e. above k¥ = 0 and g = 0, and hence the corresponding

equation is

Osvi(s, ) + Lug(s,x) =0, t<T, xR,
U(T"T) = f(x)v T € Rda

where the operator is defined by

T 2 811’[’(87 .’IJ)) aw

u(s, x)

b) At first, we note that 1td’s formula on v (s, z)u(s, x) gives
d(ve(s, Xs)u(s, Xs)) = ve(s, Xs)d(u(s, Xs)) + u(s, Xs)d(ve(s, Xs)) + d{ve(s, Xs), u(s, X5)). (1)
To find an expression for dv;, we note that It6’s formula on f(X;) is
df(X¢) = (0; + L) f(X;)dt + {Diffusion}dW;.
When taking the expected value of above expression, the diffusion term vanishes and we find that
dv; = (0 + L)vedt.

Next, we want to see what happens to the du-term. Note that u(s, X,) is a martingale, since for
any r < s we have that

E(u(s, Xs)|Fr) = B(E(LxrealFo)lFr) = E(Lxpeal Fr) = u(r, Xy),

where in the first step we used the definition of u(¢, ), and in the second step the fact that we ”only
know” F, which cancels the additional information of Fs. Since u(s, Xs) is a martingale, it holds
that

B ([ o) dtuts. X)) =0,

which can be seen by analyzing its corresponding Riemann sum. Moreover, the covariance term
vanishes since
d(vg,u) = ..dt* + ..dtdW; + 0dW 72,



since v; has no diffusion term. Hence, integrating (1) and taking the expectation yields

E (ur(r, X, Ju(r, X,)) = E(vr(0, z)u(0, 20)) + E ( / "ulr, X,) @ron(s, X) + Luls, X.)) dt)
= v;(0, zg)u(0, o),

since the integrand is equal to zero due to the PDE v, satisfies.

c) Using the previous tasks, we find that

E(f(Xe)u(t, Xy)) _ v¢(0, g )u(0, zq)
u(0, ) u(0, )

E(f(XolXr € 4) = = 0u(0,20) = E(F(XV™)).

Since this holds for any continuous bounded function f, the two distributions coincide.

iii) In the case b=0, o(z) =1 and A = (y — R,y + R), show that %(tx) — —7—4 for any (t,) as

R — 0. Interpret the solution to the following equation in terms of a Brownian bridge:

|~

_ X, —

Xt:-TO_/ T de—FWt
O _S

Solution: Given the coefficients, we have that
X5" =2+ Wp — W, ~ N(0,T —t).
Given Y ~ N(0,T — t) we have the c.d.f ®(z) =P(Y < z). We find that

Opu(t,z) 0, (P(Y<y—z+R)—-P(Y <y—x—R))
ult, o) PY<y-2+R) -PY<y—z—R)
_P(y—z+R)-9(y—x+R) "(y — x)
Ply—z+R)—P(y—x+R) R0 P(y—a)

Now we have that ®'(x) is a Gaussian pdf, so we can insert the formulas

d'(x) = e 2.7,
( ) ovV22r
1 X 22
" (z) = (——) e 257,
( ) oV22r o?

and hence get that

O'y-a) y-us

(y—z)  T—t
Since we showed that the conditional expectation coincide, and due to the convergence we just
showed, we find that the solution X; of the SDE can be interpreted as the distribution of the
Brownian bridge starting at g and reaching y at time T'.

w



