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Data Compression for Machine-Learning

Description

Machine-Learning (ML) applications are an emerging type of application with huge demands
on both compute power and memory resources. In this project we will focus on
optimizations for the memory resources. It is known that ML applications put a considerable
pressure on the memory bandwidth when gathering inputs for the Neural Network
implementation as well as memory storage for the intermediate results. Reducing the
pressure on the input bandwidth would result in lower latency for the execution while
reducing the internal storage for intermediate results would result in being able to store
more intermediate results and thus achieve better optimizations or alternatively reduce the
physical resources and achieve saving in power consumption.

One proven way to reduce memory bandwidth and storage pressure is to apply data
compression. Several efficient data compression techniques have been developed in the
past with impressive results.

Depending on the interests of the student(s) there can be more emphasis on certain steps,
for example a student more interested on hardware should focus more on the HW
implementation while a student more interested on software should focus more on the
analysis and algorithms for this project. A team with two students, one focused on the
software aspects and one focused on the hardware aspects would also be accepted.

Goals
In this project we would like to study how data compression could be used to improve the
performance of ML execution. We are interested in learning more on:
e Which memory compression techniques are a better match to the ML data?
e Which compression can be achieved for the input bandwidth? And which overhead
is to be expected?
e Which compression can be achieved for the internal intermediate result storage
space? And which overhead is to be expected?
e Are there different requirements (and achieved results) for compressing training
data versus inference data?
e How does compression change for different levels of quantization? Is it as effective
for 32b FP as for 8b int quantized models?
e How does compression change for different degrees of pruning of a model?
Compression in sparce models is as effective as in dense models?
e Isthere a possibility of using lossy compression instead of lossless compression
techniques? (impact on accuracy)
e What is the hardware overhead for performing the data compression?
Not all questions will be answered by a single project. Multiple projects can be defined from
this same topic.

Pre-requisites

For the success in this project the student needs to have basic knowledges of computer
architecture. Basic knowledge of Machine-Learning is an added benefit but not a
requirement.



Methodology

The execution of this project will go through the steps below (as mentioned below,
depending on the focus of the project, there will be more emphasis on the software or the
hardware aspects):

Selection of a ML application — selection of ML model and platform (training of a
model is not required, pre-trained models should be used when necessary)

Clear identification of the problem and formulation of the research question (the
research question should come from the questions stated above in the description)
Preliminary experiments to justify the problem

Analysis of the state-of-the-art in ML compression and existing data compression
algorithms.

Introduction of compression into the ML flow

Evaluation of different compression techniques

Selection of a compression technique and proposal of a simple HW module to
perform the compression

Evaluation of the HW compression module for the target application
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