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The big recession 2009

Gudrun January 2005

“As an alternative to the traditional 30-year mortgage,
we also offer an interest-only mortgage, balloon 3 26 M E uro |OSS

mortgage, reverse mortgage, upside down mortgage,

inside out mortgage, loop-de-loop mortgage, and the 72 % d ue to fo rest IOS Ses

spinning double axel mortgage with a triple lutz.”

4 times larger than second Iargestl



Apple losses (=-100 X

percentreturn

price tomorrow—price today

) one year back

price today

X X
X

oy 1o KX X

A KMy X

X)S(Xx X

X X
% X

X A X
Xy ){R(xx

X X

1
0

O

I
quarter 4 50 quarter 1 quarter 2 200 Quarter 3250

Maximum quarterly loss B excess of the level u = 2

How large is the risk of a big quarterly loss? BM
How large is the risk of a big loss tomorrow? PoT
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The GP distribution: H(x) =1 — (1 + gx)
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density function of Generalized Pareto distribution

ha)= LH(e)=1(1+22) "7 (= Le?/7 if v =0)

~v > 0 the distribution has left endpoint 0 and right endpoint oo
v < 0 the distribution has left endpoint 0 and right endpoint o/|7]|
the distribution is “heavytailed” for v > 0. Then moments of order

greater than 1/ are infinite/don’t exist, exactly as for the Generalized
Extreme Value distribution



Peaks over thresholds (PoT) method (cotes p. 74-91)

Choose (high) threshold u and from i.i.d observations
Y;, ..., Y~ F obtain N threshold excesses X; = Y,:1 —

U, .., Xy =Y, —u, where t4, ..., ty are the times of
threshold exceedance
Assume X, ..., Xy arei.i.d and GP distributed and that

tq, ..., ty are the occurrence times of an independent
Poisson process, so that N has a Poisson distribution

Use X4, ..., X,, to estimate the GP parameters and N to
estimate the mean of the Poisson distribution

Estimate tail F(x) = 1 — F(x) = F(w)E,(x — u), where
E,(x — u) = the conditional distribution function of
threshold excesses, by

~ N =
F(x) = E,(x—u)



Details:

Assume the random variable X hasd.f. F andlet u bea
(high) level. The distribution of exceedances then is the
conditional distribution of X — u given that X is larger than
u, i.e. it has d.f.
B o P(X—uga; and X>u> _ F(z+u)—F(u)
Fu(z)=P(X —u<z|X >u) = P (xu) = =S f)

(and hence E,(x) =1 — E,(x) = F&w),

F(uw)

Exercise: Show that if F(x) is a GP distribution, then also F,(x)
is a GP distribution, and express the parameters of F,(x) in
terms of the parameters of F(x) (Treaty # 0 andy =0
separately.)



More details

N =the (random) number of exceedances of the threshold u by
Y, ..., Y. The ratio N/n is a natural estimator of F(u). Assume we

have computed estimators J, i/\ of the parameters in the GP
distribution E,(x) = H(x).Since F(x) = F(u)E,(x —u), a
natural estimator of the “tail function” F(x), for x > u, then is

. N ~ N( P )‘1/7
F(x)=—Hx—uw)=—(14+=(x—u)
n n o
Solving 1 — I?(xp) = p for x;, we get an estimator of the p-th
qguantile of X:
6 (/n -y N
xp=u+§<(ﬁ(1—p)) —1), forp>1—;
(Why not just estimate F(x) by N(x)/n? Because if x isa very
high level then N(x) is small or zero, and then this estimator is
useless -- and it is such very large x-es we are interested in. )



The Poisson process

Model for times of occurrence of events which occur
“randomly” in time, with a constant “intensity”, e.g, radioactive
decay, times when calls arrive to a telephone exchange, times
when traffic accidents occur ... Can be mathematically
described as a counting process N(t) = #events in [0, t]. The
counting process N(t) is a Poisson process if

a) The numbers of events which occur in disjoint time intervals
are mutually independent
b) N(s+t)— N(s) has a Poisson distribution forany s, t = 0, i.e.

P(N(S—I—t)—N(S) zk) = (’\%ke_”\t, for any s,t >0, k=1,2,...

A is the “intensity” parameter. It is the
expected number of events in any time
interval of length 1.

Sample path
of a Poisson Process N(t)




A connection between the PoT and Block Maxima methods

Suppose the PoT model holds, so values larger than u occur as a
Poisson process with intensity A; this process is independent of the
sizes of the excesses; these are i.i.d. and have a GP distribution
Hz)=1-(1+ ga;)‘l”. My = the maximum in the time interval

_|_
|0, T]. Thenifx >0 __
P(MT <u—+ a:) = Z P(MT < u + x, there are k exceedances in |0, T])
k=0
T)k
= ZH exp{ AT'}
G _ AT
— Z(l — (1+ ga:)JrlM) (M) x ) exp{—A\T'}
k=0

= exp{(l—(l—l—;) YMATY exp{—AT'}
— exp{—(1+;x);1/7)\T}

_ L — (()‘T)’y - 1)0-/7 -1/~
= exp{—(1+7 o (NT)7 ).} 3




Dependence

Often excesses of u are not independent, and then the
formula on the previous slide is not valid -- however it
still works if one declusters, and instead of excesses uses
cluster maxima. Declustering is discussed later in the
course, in Lecture 5, p-11-12
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