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This document is based on an earlier version of Fardin Saedpanah from 2019.

A convolution is a mathematical operation taking two functions as input and producing
a third function as output. Convolutions have interesting applications in connection with
Laplace transforms. Most importantly, convolutions are used in image processing (edge de-
tection, smoothing of images, gimp, photoshop), in electrical engineering, or in artificial in-
telligence for instance.

Definition. The convolution of two functions f, g: R — R is defined by (the new function)

(f+g) ()= f_oof(t—r)g(r) dr

if the integral is bounded.

In the context of Laplace transforms, we assume that f and g are causal. In this case, we
may reduce the limits of integration to where the integrand is non-zero, and we get the equa-
tion

t
(f*g) ) = e(t)fo Ft-Dgmdr,

where we recall that (¢) is the Heaviside step function. Thus (f * g) (£) = 0 for ¢ < 0.

Example. Compute the convolution between f(¢) = t and g (t) = t*:
t t t3 l.4 t4
n=| (t-1)r*d :ftz—sd:t———:—.
(f+g)® fo( 7)7%dT O(T Tydr=i—-— =2
Convolutions have the following properties (for example)

Theorem.

a) The convolution is a bi-linear operation, i. e. for all a, f € R and all function f, g, h, one
has

(af +Bg)xh=a(f *h)+p(g*h)

and similar in the second argument (whenever all terms are well defined).
The convolution also satisfies
b) f+g=g*f.
c) (fxg)xh=fx«(g*h)=f=*g=xh.
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Proof. This is a direct consequence of the definition of convolution. For instance, for b), one
has

o) =rf— —00
Fre)w =] fu-ngmar= {dzz _dTT} == [T rmge-man

=f°°f(n)g(t—n)dn=(g*f)(t)-
O

One of the main reason for using convolutions (in this lecture) is their simple Laplace trans-
form. Namely, one has the following result

Theorem (Convolution theorem). If f and g are causal, with Laplace transforms denoted by
2Lif} = F and £1{g} = G. If there exist constants M and a such that |f(t)|,|g(¢)| < Me**, then
one has

LA{f = gi(s) =F(s)G(s).

In addition, one has
LTHF($)G(9)}1) = (f * g) (0).

This means that the inverse Laplace transform of a product is a convolution.

Proof.

00 t 00 t
ff{f*g}(s):fo e‘"(fo f(t—T)g(T)dT) dt:fo foe—”f(t—r)g(r)drdr

switch order of integration, o0 o
= . =f g(r)(f esf(t—r)dt)dr
see Figure 1 0 T

- foo e g(1) (foo eSO f(t-1) dt) dr
0 T

= {set r = t — 7 in the inner integral}
= f’o eTg (1) (foo e~STF (1) dr) dr = F(s)G (s).
0 0

O

Example. Let g be (causal) piecewise continuous and of exponential order. Use the Laplace
transform to find the exact solution to the IVP

{ y'() +y(t) =gt
y(0)=0,y'(0) =0.

Let us first set Y (s) = Z{y}(s) and G (s) = ZL{g}(s). Taking the Laplace transform of the above
differential equation, one then gets (using properties of Laplace transforms)

S2Y($)+Y(s)=G(s)


david.cohen@chalmers.se

TMAG683 HT 2022
David Cohen (david.cohen@chalmers. se) Chalmers & GU

| tau taueqt

Figure 1: The integration area in the proof of the convolution theorem.

1

or (since Z{sin}(s) = 77

Y(s)= G (s) = ZL{sin}(s) - L{g}(s).

s2+1
That s, Y (s) is given as the product of two Laplace transforms and we can use the above con-
volution theorem! Taking the inverse Laplace transform, one finally find the solution to the
IVP .
y(t) = L7HY ($)}(1) = (sin*g) (1) = f sin(r — 1)g (1) dr.
0
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