Parameter estimation
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Given a parametric model (distribution) which depends on some
unknown parameters 6 = (01, ..., ), we would like to estimate the
parameters from the sample (x, ..., x,).

The two main methods to estimate the parameters are

» method of moments (compares the distribution and sample
moments)

» maximum likelihood method (maximises the so-called
likelihood function with respect to the parameters).
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We have a model (distribution) with, say, two parameters #; and
0> and we assume that

E(X) = f(61,62), E(X?) = g(b1,6-).
For example, for the normal distribution N(u, o),

> E(X) = 1
> E(XZ) = g2 +M2.
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The sample moments

-1 — 1

X=2 % X2=1 Z
i=1 =1

are consistent estimators for E(X) and E(X?).

The method of moment estimates, 51 and 52, for the parameters
A1 and 6, respectively, can be found be setting

X = f(él,éz), x2 = g(§1,9~2).
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For normal distribution N(u, o),
E(X) =p, E(X?)=0%+p?

Method of moment estimates [i and o2 are

n

5 1¢ 1
f= X, 02:;Zx,2—>_<2:;2(x;—>_<)2.
i=1

i=1
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For X ~ Geom(p),
PX=x)=0-p)lp, x=1,2,..

and E(X) = %. We will find the method of moments estimate for
p by setting

X =

| =

which gives p = %
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We have a sample (xq, ..., x,) (realization of (X, ..., Xj)) from a
population with the population density (or frequency) function
f(x|0). The joint distribution of the random sample

L(0) = f(x1, ..., xa]0) = F(x1]0) - - - F(xn|0)
is called a likelihood function. Note that it is treated as a function

of the parameter vector 6.

For discrete distributions, the joint frequency or likelihood function
gives the probability of observing the given data as a function of 6.

The maximum likelihood (ML) estimate for @ is the one that
maximises the likelihood function L. It is denoted by 6.
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Let us have a sample xg,...x, from the population distribution
N(p,c). The likelihood function becomes
2

0?) = il:Ilf(Xi’MaUZ) = <\/21r7> iljllexp(—; . W)

Often, it is easier to differentiate the log likelihood function
1(0) = InL(#) than L(0). In our case,

(1, 0%) = —fln(mra 2 022

i+1

Maximising with respect to i and o2 gives
~ - ~ 1 —\2
=X, azz—Z(x,-—x).
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Let us have a statistic (a function of the sample (xi, ..., x5))
t = g(x1, ..., xn) such that

L(0) = f(x1, ..., xn|0) = h(t,0) - c(x1, ..., xn) < h(t,0),

where ¢(xi, ..., x,) does not depend on . Then, the ML estimate
0 depends on the data only through t.
— t is called a sufficient statistic for 0.
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Let (x1, ..., xn) be a sample from N(u, o). Then,
1 n
_ 2\—n/2 . 2
Lp,o) = (2m0®)™" exp(202 E (xi — 1))

= (27702)_"/2exp Zx 2,uZX,' + np?))

i=1

1
= (2r0?) "Pexp(5—5(t2 — 2t + ),

202

where
n n
_ i _ 2
tp = E Xi, = E X .
i=1 i=1

Statistics t; and ty are sufficient statistics for p and o2. Therefore,
if we have two samples with the same t; and tp, they result in the
same ML estimates for ;1 and o2.

10/14



For geometric distribution Geom(p), the likelihood function
becomes

L(p) = P(Xy=x1,.... Xp = xn) HP

where
n
t = E X;
i=1

is a sufficient statistic for p.
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Let us have a sample xg, ..., x, from the population distribution f
with a single parameter 6 and the log likelihood function

1(0) = In(f(x1|0)) + .. + In(F(xn]0)).

It can be shown that the ML estimator is approximatively normally
distributed when the sample size n is large, i.e.

)7

g9

NG

where o7 is the inverse of the so-called Fisher information
(variance of the first derivative of the log likelihood function /(6),
i.e. the expectation of the derivative squared).

0~ N,
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ML estimators are asymptotically efficient estimators in the sense
of the Cramér-Rao inequality: If 6* is an unbiased estimator of @,
then

2
Var(0*) > @,

n
i.e. the variance is at least the "large sample” variance of the ML
estimator.
— ML estimator has the smallest variance among all the unbiased
estimators.

Also, estimators based on sufficient statistics are more efficient
(have smaller variance) than other estimators.
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Method of moments:

. X X
o =

a&=2Ax and nln <?_:) =n. rr,((S)) —In (15[(&-))

(needs to be computed numerically).
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