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People

• Lectures: Morteza H. Chehreghani

• Course Assistants:
– Vasileios Athanasiou vasath@chalmers.se

– Divya Gover divya.grover@chalmers.se

– Emilio Jorge emilio.jorge@chalmers.se

– Simon Pfreundschuh simon.pfreundschuh@chalmers.se

– Aristide Tossou aristide@chalmers.se

– Yuchong Zhang yuchong@chalmers.se

• Build your groups soon!

mailto:yuchong@chalmers.se


Resources

• Course Canvas page:  
https://chalmers.instructure.com/courses/4086

• Textbook, slides and other reading on the 
course page

S. Rogers and M. Girolami, A First Course in Machine Learning,

2nd edition , Chapman & Hall/CRC 2016, ISBN: 9781498738484.

https://chalmers.instructure.com/courses/4086


Evaluation

• Five homework assignments (see course page 
for detail), 

• Final take home 24 hour exam during the 
exam week (date to be fixed soon).

• Weighting of the scores:
final_grade = 0.5 * take_home_exam + 0.5 *  
homework_assignments



Contact

• For general questions about the assignments 
contact 
– Divya Gover: divya.grover@chalmers.se

– Aristide Tossou: aristide@chalmers.se

• Contact the responsible TAs about the specific 
assignments

• Contact me for questions/suggestions about 
the lectures, concepts, topics, etc. 



Student representatives 

– Rikard Helgegren, rikhel@student.chalmers.se

– Andreas Demetriou, anddem@student.chalmers.se

– Leelawadee Sirikul, leepearploy@gmail.com

– Edin Tataragic, tedin@student.chalmers.se

– Felix Hulthén, felixhu@student.chalmers.se













AI: the New Electricity

“AI is the new electricity.
Just as electricity transformed 
industry after industry 100 years ago, 
I think AI will do the same.”

Andrew Ng, Stanford, Baidu, Coursera



• “I believe that at the end 
of the century the use of 
words and general 
educated opinion will 
have altered so much that 
one will be able to speak 
of machines thinking 
without expecting to be 
contradicted.”
― Alan Turing, 
Computing Machinery 
and Intelligence (1950)



History: logic-based AI (1960-90)
• Knowledge Representation

• First Order Logic and Theorem 
Proving

• at(restaurant,Alice)

• at(restaurant,Bob)

• at(restaurant,Carol)

• works_at(restaurant,Carol)

• has_job(restaurant,waitress,Carol)

• orders(Bob,pizza)

• orders(Alice,sushi)

• forall X,Y,Z. orders(X,Y) and 
has_job(restaurant,waitress,Z) -> 
serves(Z,X,Y)

• serves(Carol,Bob,pizza) 
serves(Carol,Alice,sushi)



Machine Learning 1990-

• Data driven 

(no hardcoded rules) 

[e.g., to estimate the

parameters of the model]

• Probabilistic models

• Statistical learning and 
inference



Deep Learning 2005-



Why Now?
Convergence of Technologies

• Data sensing, 
acquisition revolution

• Rapid increase in 
computing power

• Novel algorithms

• Software frameworks



Data-based 
Decisions   

Computing 
Power  

Machine 
Learning 



How much data?
12+ TBs

of tweet data 
every day

25+ TBs of
log data 

every day

4.6 billion
camera phones 

worldwide

100s of millions 
of GPS enabled

devices sold 
annually

3.5+ billion
people on the Web



Machine learning definition (1)
➢ Arthur Samuel (1959): Field of study that gives computers the 

ability to learn without being explicitly programmed.

Programming

Machine Learning

Computer
Data

Program
Output

Computer
Data

Output
Program (Model)



Machine learning definition (2)
➢ Herbert A. Simon (1957): Learning is any process by which a system 

improves performance from experience.

➢ Tom Mitchell (1997): A computer program is said to learn from 
experiences with respect to some class of tasks and performance 
measures, if its performance at the tasks improves with the 
experiences.



Machine learning algorithms



Types of learning

❑ Supervised learning

➢ Learning in presence of training (labeled) data

❑ Unsupervised learning

➢ Learning when no training data is available

❑ Reinforcement learning

➢ Interactive learning in an environment



Supervised learning

features

class 
label



Supervised learning

Classification:

Given the information 
of a new (test) house, 
can we predict if it will 

be sold or not? 



Supervised learning

Ignore the test
data, and obtain a 

model on the 
existing training 

dataset.



Supervised learning

Now use the model 
to predict the label 

of the test data.



Unsupervised learning

No training data 
is available!



Unsupervised learning

Clustering: Partition the data into groups of similar objects.



Reinforcement learning



Reinforcement learning



Reinforcement learning



Yann LeCun, NIPS 2016



AI Revolution in NLP



Google Translate





Document summarization

Automatically extract a
Summary of  documents 
From raw text without 
any supervision.





Reinforcement Learning

A recent documentary: 
https://www.youtube.com/watch?v=l9sztL9FQto&fbclid=IwAR2dHG0payilRIdLyHVgy3GHJs
8aX_sJ-NywXAX01rdkRApDMKpHoJ2VZSI

https://www.youtube.com/watch?v=l9sztL9FQto&fbclid=IwAR2dHG0payilRIdLyHVgy3GHJs8aX_sJ-NywXAX01rdkRApDMKpHoJ2VZSI


AIphaGoZero

Trained from scratch without any 
Human input only for 36 hours and 
beat the previous version 100-0!





Easy to Use and Improve



• AI will contribute as much 
as $15.7 trillion to the world 
economy by 2030 (PwC)

• $6.6 trillion from increased 
productivity as businesses 
automate processes and 
augment with new AI 
technology, and $9.1 trillion 
from consumption side-
effects as shoppers snap up 
personalized and higher-
quality goods




