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Exam instructions

When you answer the questions

Use generally valid theory and methods.
State your methodology carefully.

Only write on one page of each sheet. Do not use a red pen.
Do not answer more than one question per page.

At the end of the exam

Sort your solutions by the order of the questions.
Mark on the cover the questions you have answered.

Count the number of sheets you hand in and fill in the number on the cover.
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Question 1(3p)

(the simplex method)

Consider the following linear program:

minimize z = 2x1 − x2 + x3,

subject to x1 + 3x2 − x3 ≤ 5,

−2x1 + x2 − 2x3 ≤ −2,

x1, x2, x3 ≥ 0.

a) Solve the problem using phase I (so that you begin with a unit matrix as(2p)
the first basis) and phase II of the simplex method. If the problem has
an optimal solution, then present the optimal solution in both the original
variables and in the variables used in the standard form. If the problem is
unbounded, then use your calculations to find a direction of unboundedness
in both the original variables and in the variables in the standard form.
Aid: Utilize the identity(

a b
c d

)−1
=

1

ad− bc

(
d −b
−c a

)
.

b) Suppose that to the original problem we add a new variable x4 and obtain(1p)
the new problem to

minimize z = 2x1 − x2 + x3 −
1

2
x4,

subject to x1 + 3x2 − x3 + 8x4 ≤ 5,

−2x1 + x2 − 2x3 − x4 ≤ −2,

x1, x2, x3, x4 ≥ 0.

If the original problem has an optimal solution, explain how the optimal
solution is affected by adding the new variable. If the original problem is
unbounded, investigate if adding the new variable affects the unbounded-
ness of the problem.

Note: Use your calculations from a) to answer the question.
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Question 2(3p)

(Quadratic programming)

Consider the minimization of the quadratic function f(y) := 1
2
yTAy + bTy + c

subject to the constraints y ≥ 0n, where A is symmetric and positive semi-
definite. Show that the three conditions Ax+b ≥ 0n, x ≥ 0n, and xTAx+bTx =
0 are necessary and sufficient to characterize x as a minimum.

Question 3(3p)

(characterization of convexity in C1)

Let f ∈ C1 on an open convex set S. Establish the following characterization of
the convexity of f on S:

f is convex on S ⇐⇒ f(y) ≥ f(x) +∇f(x)T(y − x), for all x,y ∈ S.

Question 4

(true or false claims in optimization)

For each of the following three claims, your task is to decide whether it is true or
false. Motivate your answers clearly.

a) If, in the solution of a minimization problem of the linear programming(1p)
type, a current non-degenerate BFS (basic feasible solution) has a non-
negative vector of reduced costs, then that BFS corresponds to an optimal
extreme point solution in the problem.

b) If, in the solution of an unconstrained optimization problem of the form(1p)

minimize
x∈Rn

f(x),

with f : Rn → R being in C1, you have found a vector x̄ with ∇f(x̄) = 0n,
then x̄ is an optimal soution to the problem.

c) Suppose you have solved the problem to(1p)

minimize
x∈X

f(x),
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where X = {x ∈ Rn | gi(x) ≤ 0, i = 1, . . . ,m }, the functions f and gi,
i = 1, . . . ,m, are continuous, and the vector x̄ is an optimal solution. Sup-
pose further that for some j = 1, . . . ,m, gj(x̄) < 0. Then, that constraint
is redundant, that is, if that constraint is removed, then the remaining
problem with m− 1 constraints also has x̄ as an optimal solution.

Question 5(3p)

(KKT conditions)

Consider the problem

minimize f(x) := x1

subject to x2
1 + x2

2 ≤ 2

(x1 − 2)2 + (x2 − 2)2 ≤ 2

Establish theoretically or graphically that x∗ = (1, 1)T is the unique globally(1p)
optimal solution.

Determine if the KKT conditions are satisfied at x∗. If they are not, explain(2p)
why, and relate your explanation to the known results on necessary and sufficient
optimality conditions.

Question 6(3p)

(Frank-Wolfe algorithm)

Consider the problem

minimize
x1,x2

f(x) :=
(
x1 x2

)(6 2
2 9

)(
x1

x2

)
−
(
52 34

)(x1

x2

)
subject to x1 + 2x2 ≤ 4

x1 + x2 ≤ 3

2x1 ≤ 5

x1 ≥ 0

x2 ≥ 0

(1)
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Solve problem (1) with the Frank-Wolfe algorithm. Start with initial guess
x(0) = (x1, x2)

T = (0, 0)T. Use exact minimization for line search. If
necessary, you are allowed to carry out the calculations approximately with
two digits of accuracy.
Hint: You may find it helpful to analyze the problem and the algorithm
progress in picture, but this should be augmented with rigorous analysis.

Question 7(3p)

(LP duality)

Consider the problem

maximize
x

cTx

subject to inf
y∈P

yTx ≥ d

x ≥ 0n,

where the problem data are c ∈ Rn, d ∈ R, P = {y Ay ≥ b, y ≥ 0n} with
A ∈ Rm×n, b ∈ Rm. It is assumed that P is nonempty and bounded. Show that
the problem can be written as a linear program as

maximize
x, z

cTx

subject to ATz ≤ x

bTz ≥ d

x ≥ 0n, z ≥ 0m.


