
Exercises for exercise class 3 in MMS075, Feb 5, 2020 

 

1. We first consider the last exercise from the previous class, with an extra hint at the bottom 

of the text: 

An analyst has used a multiple linear regression model to predict the sales of products in 

development using the novelty value of the product, its relevance to the market (both on a 

scale of 0-100 with large values corresponding to more novel and more relevant products) 

and the advertisement costs in 1000$. However, under serious time pressure while 

preparing a report summarizing the results, the analyst forgets to copy-paste all relevant 

information to the report. The resulting table looks like this: 

 

Parameters Std. Error t value Pr(>|t|) 

(Intercept) 37.7015 0.798 0.432 

Novelty 0.3469 5.139 2.33e-05*** 

Relevance 0.3997 21.646 < 2e-16*** 

Advertisements 0.3782 16.277 3.75e-15*** 

  

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

 

Residual standard error: 53.08 on 26 degrees of freedom 

Multiple R-squared:  0.9648, Adjusted R-squared:  0.9607  

F-statistic: 237.5 on 3 and 26 DF,  p-value: < 2.2e-16 
 

Fed up with the work conditions, the analyst resigns soon after preparing the report and 

starts a trip around the world without leaving any contact information. However, the 

management immediately needs to decide the advertisement strategy for three new 

products, product ‘A’ with Novelty = 90, Relevance = 20, product ‘B’ with Novelty = 30, 

Relevance = 40 and product ‘C’ with Novelty = 70, Relevance = 80.  

a) Does it make sense to use the multiple linear regression model to decide the 

advertisement budget? 

b) Can we specify the estimates and approximate confidence intervals for each 

predictor? 

c) At what advertisement budget could we expect to sell 1000 units of each product? 

Answer as many questions as you can, based on the presented information!  

Hint: think about the way that t-values are computed from coefficient estimates and 

standard errors. The corresponding formula will allow you to reconstruct the estimated 

coefficients from the t-value and standard error columns. Once you have those available, 

this exercise will be similar to the exercises in the previous class. 

 

2. As in the lecture, model how the cost of transporting goods from Sweden depends on 

distance by linear regression and consider also a destination variable with four possible 

levels: EU, US, China, Other.  

 

a) Fill the value taken by the three dummy variables representing the destinations with 

EU as baseline for some specific destinations given in the table. 

 



Destination    
Cape Town    

Stockholm    

Sydney    

Shanghai    

New York    

London    

 

b) What does it mean if   ? 

c) Without computing the coefficients or software use, what kind of results do you 

expect to get? Which coefficients will be positive and which ones will be negative? 

Which coefficient do you expect to be largest and the smallest? 

d) How do your answers to part c) change if we re-define the model using US as 

baseline and defining dummy variables ,  and  ? 

e) Is the classification of destinations with the four levels specified above the best way 

to model the dependence? If not, how could it be refined? 

 

3. The R outputs after the exercise descriptions (see next page) belong to an analysis of all 

possible combinations of predictors being used for explaining wages based on education, 

experience and sex, based on data from the United States from 1976 to 1982 (from the R 

library called Ecdat). The format of the variables is as follows: 

• exper: experience in years; 

• sex: a factor with levels (male,female); 

• school: years of schooling; 

• wage: wage (in 1980 \$) per hour. 
We would like to understand the most relevant way of modelling. Therefore, perform the 
following data selection procedures based on the R outputs: 

a) Backward selection; 
b) Forward selection; 
c) Mixed selection; 
d) Best subset selection. 

Are there any differences between the final models chosen by these algorithms? Why? 
 

4. In the solution document provided to the exercises in Exercise class 1 (i.e. Exercise class 1 - 

exercises with solutions.docx), confidence intervals and prediction intervals are provided for 

Exercise 8 in ISL (page 121), part a) - iv.  

a) Check which of the intervals is wider; 

b) Check whether the prediction point estimate is in the midpoint of both intervals; 

c) Describe a correct interpretation of the confidence interval; 

d) Describe a correct interpretation of the prediction interval. 

 

5. An analyst got a dataset containing about 1000 values of response y and corresponding 

values of explanatory variable x. The analyst decided to try both simple linear regression and 

polynomial regression including higher degrees of x to capture potential non-linear effects. 

The two resulting models are displayed overlaid on the scatterplot of x and y, see below. 

a) In your opinion, which model is better? 

b) Which of the two models would give a better fit with the observations? 

c) Which of the two models would give better predictions for new data? 



d) Can any specific problems with one of the models be pointed out? 

 
 

6. Feedback quiz (optional): Go to www.menti.com and use the code 14 71 24. 

 

 

 

R outputs to use for Exercise 3: 

Null model: 

 

AIC = 17154.72 

 

One-predictor models: 

http://www.menti.com/


 

AIC = 17148.02 

 

 

AIC = 17050.46 

 

 

 



AIC = 16882.77 
 

Two-variable models: 

 

AIC = 17049.68 

 

 

AIC = 16842.67 

 



 

AIC = 16717.69 

 

 

Three-variable model 

 

AIC = 16692.18 

 


