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Statistical modeling in logistics
MMS075 

Lecture 4 – Linear regression (cont.): 
interaction terms, assumptions & problems,

summary of advertising example

Acknowledgement: Some of the figures in this presentation are taken from 
"An Introduction to Statistical Learning, with applications in R" (Springer, 2013) 
with permission from the authors: G. James, D. Witten, T. Hastie and R. Tibshirani
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Outline – combined lecture & exercise class
• Multiple linear regression (cont.)

• Reviewing variable selection
• Interaction terms
• Practical implications of advertising example analysis

• Potential problems with linear regression
• Non-linear relationships
• Correlation of error terms
• Non-constant variance of error terms (heteroscedasticity)
• Outliers 
• High leverage points
• Collinearity

• Feedback
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Recommended resources
Reading in ISL: Ch 3 intro, Sections 3.3.2-3.3.3 and 3.4, 7.1 for theory, end of 3.6.2, 3.6.4, 6.5.1, 
6.5.2 and 7.8.1 for R codes

The videos from the Statistical Learning course are available at this link. Relevant videos 
for the new material today:
• Interactions and Nonlinearity (14:16)

• Lab: Linear Regression (22:10)

For understanding the details of variable selection and model quality measures:
• Linear Model Selection and Best Subset Selection (13:44)

• Forward Stepwise Selection (12:26)

• Backward Stepwise Selection (5:26)

• Estimating Test Error Using Mallow’s Cp, AIC, BIC, Adjusted R-squared (14:06)

• Lab: Best Subset Selection (10:36)

• Lab: Forward Stepwise Selection and Model Selection Using Validation Set (10:32)

http://faculty.marshall.usc.edu/gareth-james/ISL/
https://lagunita.stanford.edu/courses/HumanitiesSciences/StatLearning/Winter2016/about
https://www.r-bloggers.com/in-depth-introduction-to-machine-learning-in-15-hours-of-expert-videos/
https://www.youtube.com/watch?v=IFzVxLv0TKQ
https://www.youtube.com/watch?v=5ONFqIk3RFg
https://www.youtube.com/watch?v=91si52nk3LA
https://www.youtube.com/watch?v=nLpJd_iKmrE
https://www.youtube.com/watch?v=NJhMSpI2Uj8
https://www.youtube.com/watch?v=LkifE44myLc
https://www.youtube.com/watch?v=3kwdDGnV8MM
https://www.youtube.com/watch?v=mv-vdysZIb4
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Multiple linear regression 
continued

Reviewing variable selection
Interaction terms – Combined effect of predictors

Practical implications of advertising example analysis
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Recall: best subset selection

• Mesures for the quality of the model (you get them from software):
Mallow’s Cp

AIC (Akaike’s information criterion)
BIC (Bayesian information criterion)
Adjusted R2

• Best subset selection: check all subsets of predictors & choose 
model with best quality according to one of these measures

• Illustrated in R for Carseats when modelling Sales (next slides)

Models with small values of these measures
are preferred (i.e. small values of Mallow’s Cp, 
AIC or BIC indicate a higher quality model)

Models with a large value of adjusted R2

are preferred, i.e. large values of adjusted R2

indicate a higher quality model
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R output for best subset selection
• Output specifies which variables to include for the best model of each size

• For example, the best 4-variable model for predicting Sales includes:
– CompPrice
– Advertising
– Price
– The dummy variable ShelveLocGood representing level Good for ShelveLoc
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The overall best models with adj R2 and BIC
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Coefficients in the best model
• These can be obtained by the function ”coef”, see for example 

the command below: 
coef(BestSSModel,which.min(BestSSsummary$bic))

• The output can be used to specify the final model from the 
best subset selection algorithm using BIC:

• Note: the best model according to adjusted R2 would be a 10-
predictor model  it can matter which quality measure we use
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Multiple linear regression 
continued

Reviewing variable selection & Polynomial regression, transformations
Interaction terms – Combined effect of predictors

Practical implications of advertising example analysis
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Additive assumption
What happens if we increase the value of predictor 1 by one unit?
• The predicted response before and after the increase:

• The difference,                                        , is the average effect of 
increasing predictor 1 by one unit on the response. 

• This does not depend on the value of any other variable! 
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This is not always realistic
• In real-world situations, changing one parameter often has 

different effect on the response value in different groups

• Increasing tax of luxury items may affect monthly spendings of 
rich people differently compared to other people

• Effect of increased number of trainings on muscle mass may 
depend on gender

• Example (ISL): how does balance (average credit card debt) 
depend on income (in thousands of dollars)? This may depend 
on student status (next slide)  
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Effect of increased income on balance
• On the left: model fit without considering potential interaction 

between student status and income on their effect on balance. On 
the right: model fit with interaction term (defined on next slide) 

Source: Figure 3.7 in ISL 

In figure to the right,
slope for students is lower than
slope for non-students

This suggests smaller effect of
income increase on credit card
balance for students compared
to non-students
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Interaction effect / synergy effect

• There is interaction (or synergy) between predictors       and      
if the value of       influences the effect of       on the response

• Include this in the linear regression model by adding a new 
predictor defined as the product of       and       :      

• This indeed introduces a dependence: by basic algebra, the 
coefficient of       is                     , i.e. it depends on the value of    

Interaction term
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Advertising example
• Can spending money on radio advertisement increase 

effectiveness of  TV advertisements?

• Check R outputs to find out: The model has improved,
but how to interpret it?
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Interpretation of interaction

• The prediction model with the coefficient estimates:

• Effect of $1000 increase of TV advertisements on sold units:

• Effect of $1000 increase of radio advertisements on sold units:

Effect indeed depends on 
value of the other variable



Department of Mechanics and Maritime Sciences
Division of Vehicle Safety

András Bálint
s. 16

Hierarchical principle

• It can happen that the interaction term is significant, but one 
or both main effects (whose product defines the interaction 
term) are not significant

• Even in this case (i.e. even in case of high p-values), include 
both main terms in the model!

• This is important for interpretation of results
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Multiple linear regression 
continued

Reviewing variable selection & Polynomial regression, transformations
Interaction terms – Combined effect of predictors

Practical implications of advertising example analysis
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Questions about advertising example

• The advertising example has been used in various ways 
throughout the discussion of linear regression

• What could the management learn from these results? What 
are the practical implications?

• What are the most important questions and how to answer 
them? See next slides



Department of Mechanics and Maritime Sciences
Division of Vehicle Safety

András Bálint
s. 19

Relationship between advertising & sales?

• Fit multiple regression model with all variables & check model 
significance

F-test gives strong evidence against the 
hypothesis of all coefficients being 0
 yes, there is a relationship between
advertising budget and sales.
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How strong is the relationship?

• R2 value and RSE indicate strength of the relationship

R2 value indicates that about 90% of the 
variability in sales can be explained 
by the predictors.

RSE gives a lack of fit of explained 
by the predictors and has a value of 1686. 
This could be compared to the average of 
the response values.
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Which ad types contribute to sales?

• Check variable significance (i.e. t-test p-values) in multiple 
linear regression model.

P-values of TV and radio indicate significant
contribution for these ad types. However, in the
presence of the other two variables, newspaper
is not significant
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What is the effect size?

• How large is the effect of each medium on sales?

• Estimates are given in previous R output. As for confidence 
intervals, see R output below:

• Conclusion: $1000 extra onTV advertisements is expected to 
result in 43-49 extra units sold. $1000 extra on radio ads is 
expected to result in 172-206 extra units sold. $1000 extra on 
newspaper ads may result in -13 to 11 extra units sold. 

CI for newspaper contains 0, showing again that
in the presence ofTV and radio budget, the 
newspaper budget is not a significant predictor 
for sales
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How accurately can we predict sales?

• We predict average sales by the confidence interval

• Specific sales are predicted by the prediction interval (which 
is wider due to potential individual deviation from average)

• Both are available from R using the “predict” function:
predict(...,interval="predict")
predict(...,interval="confidence")
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Is the relationship linear?

• Residual plot (see later) suggests non-linear effect

• Transformation of sales could be considered to handle this
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Is there synergy among advertising media?

• Yes, recently discussed results have indicated synergy 
between TV and radio budget

The p-value of the interaction term is very small
R2 has increased from including interaction
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Potential problems with 
linear regression

Non-linear relationships – use transformations
Correlation of error terms – e.g. time series data; experimental design is important

Non-constant variance of error terms (heteroscedasticity)
Outliers – unusual response values

High leverage points – observations with large effect
Collinearity – linear dependence between predictors
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Assumptions for linear regression

Recall model equation for linear regression:

Using this equation for modelling implicitly assumes:
• Linear dependence of response on predictors
• Independence & same variance of random error terms  

What can go wrong with these assumptions and otherwise? We 
will discuss most common issues 

Random error
with mean 0 
and variance 
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• Several problems can be identified by appropriate plots 

• For each data point   , we have an observed response     , a 
predicted (/fitted) value     and their difference is the residual:

• Residual plot: 
• predicted values on x-axis 
• residuals on y-axis

• Pattern indicates problem

Essential tool: the residual plot
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Potential problems with 
linear regression

Non-linear relationships – use transformations
Correlation of error terms – e.g. time series data; experimental design is important

Non-constant variance of error terms (heteroscedasticity)
Outliers – unusual response values

High leverage points – observations with large effect
Collinearity – linear dependence between predictors
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Consequences of non-linear relationship

• Linear dependence of response on predictors is the most 
basic assumption for linear regression

• True relationship is almost never linear. If it is close enough 
the linear model can still be useful

• If true relationship is far from linear  none of coefficient 
estimates, predictions or standard errors can be trusted 
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How to spot non-linear dependence?
• Check scatter plots or residual plots; for mpg vs horsepower:
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How to address a non-linear relationship?

• Simple solution: include non-linear transformations of the 
predictors in the linear model, e.g.                                       
depending on suspected type of relationship

Does the plot look
similar to any of
these functions? 
If it does, try that 
transformation!
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Potential problems with 
linear regression

Non-linear relationships – use transformations
Correlation of error terms – e.g. time series data; experimental design is important

Non-constant variance of error terms (heteroscedasticity)
Outliers – unusual response values 

High leverage points – observations with large effect
Collinearity – linear dependence between predictors
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When are error terms correlated?
• Correlated error terms frequently occur in time series data (data points are 

subsequent measurements in time). E.g. temperature values at adjacent 
time points may have similar values ( positively correlated errors)

• Tracking in residuals (i.e. adjacent residual values having similar values) 
may be a sign of correlated error terms

• Similar background factors for study subjects can also cause correlation

• Next slide shows plots of residuals with different levels of correlation on left 
side (Figure 3.10 in ISL), and on the right side a similar plot for the multiple 
linear regression model predicting sales based on TV and radio 
advertisements as predictors. 
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• Which one is this most similar to?

• Is ordering by index meaningful?

Is there tracking in residuals?
Correlation

level

None

Moderate

Strong

Source: Figure 3.10 in ISL 
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Consequences of correlated error terms
• Error terms are underestimated

• Confidence & prediction intervals are too narrow

(and don’t provide the promised confidence level)

• p-values are lower than they should be

• Methods have been developed* to address correlated error terms

• Try to avoid/mitigate correlated error terms by good experimental design

The model looks better 
than it actually is

* For the details, see e.g. Brown, T. A. (2015). Confirmatory factor analysis for applied research. Guilford Publications
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Potential problems with 
linear regression

Non-linear relationships – use transformations
Correlation of error terms – e.g. time series data; experimental design is important

Non-constant variance of error terms (heteroscedasticity)
Outliers – unusual response values

High leverage points – observations with large effect
Collinearity – linear dependence between predictors
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Why is constant variance of error important?

• RSE was used as an estimate of the standard error      of     and was 
included in the definition of standard errors & confidence intervals 
of coefficients, etc.

• If we cannot talk about using the same variance      throughout, we 
may have problems with all corresponding measures and concepts:

• Standard errors
• Confidence intervals
• Hypothesis testing

• Non-constant variance of error term is called heteroscedasticity
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How to spot & handle heteroscedasticity? 
• Check residual plots for patterns (e.g. funnel shape, bow tie shape).

• Typical situation: variance of error terms increases with the value of the 
response  transforming the response by the log function may help:

Funnel shape indicates
changing variance No evidence of 

changing variance
in residual plot with 
tranformed response 

Source: Figure 3.11 in ISL 
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Potential problems with 
linear regression

Non-linear relationships – use transformations
Correlation of error terms – e.g. time series data; experimental design is important

Non-constant variance of error terms (heteroscedasticity)
Outliers – unusual response values 

High leverage points – observations with large effect
Collinearity – linear dependence between predictors
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Outliers: points with unusual response
• Those points are called outliers whose response value      is 

far from the predicted value     

• Possible reasons for presence of outliers include:
• Error in data collection/coding ( remove/fix observation value)
• Missing predictor in the model ( check for potential predictors)
• Large random error

• If predictor values of an outlier are in usual predictor ranges 
 effects on coefficient not so large, but error inreases a lot.

• If predictor values of an outlier are outside the usual ranges 
 effects on both coefficients and errors may be very large.
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Example: body weight vs height

• Class with 20 students, see body weight vs height plot below

• Regression line and R output are shown below
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Effect of large weight value

• What changes if a student of 190cm and 190kg joins the class?

• Regression line in blue and new R output are shown below
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How to spot outliers?

• Studentized residual plot may give indications. Studentized 
residuals < -3 or >3 indicate potential outliers  point of new 
student in plot below may be an outlier

In the body weight vs height example, 
the studentized residual of the newly joined 
student is above 10  very strong evidence 
of being an outlier in this model
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Potential problems with 
linear regression

Non-linear relationships – use transformations
Correlation of error terms – e.g. time series data; experimental design is important

Non-constant variance of error terms (heteroscedasticity)
Outliers – unusual response values

High leverage points – observations with large effect
Collinearity – linear dependence between predictors
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High leverage points
• Those points are called high leverage points whose predictor values 

are outside the usual predictor ranges or have an unusual combination of 
usual predictor values (see middle figure below).

• The response values at high leverage points have large impact on 
regression line An outlier at a high leverage point is a particularly 
dangerous combination

Outliers

High leverage point

Source: Figure 3.13 in ISL 
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Example: body weight vs height

• Same class with 20 students as before, plot & output below

• A single extra observation with miscoded height can change 
everything, see next slide
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• A new student of 171 cm & 68 kg joins the class. However, her 
height is miscoded as 1.71, because of using m instead of cm. 

• The effect of this error on the regression model is dramatic:

Body weight vs height, coding error
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How to spot high leverage points?

• Get leverage statistics from software. This is always between 
1/n and 1. A value much larger than (p+1)/n for a given point 
indicates high leverage. 

• R has built-in residuals vs leverage graphs when plotting 
models:

Observation 21 (i.e. the miscoded one)
has very high leverage statistics



Department of Mechanics and Maritime Sciences
Division of Vehicle Safety

András Bálint
s. 50

Potential problems with 
linear regression

Non-linear relationships – use transformations
Correlation of error terms – e.g. time series data; experimental design is important

Non-constant variance of error terms (heteroscedasticity)
Outliers – unusual response values

High leverage points – observations with large effect
Collinearity – linear dependence between predictors
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Collinearity
• (Multi-)Collinearity occurs when a predictor has a strong 

linear relationship with one or more other predictors

• Coefficients are then unreliable – which predicor to attribute 
the effect to? It results in large standard errors for coefficients

• It can be diagnosed by a variable inflation factor (VIF) of 5 
or more for any variable. For variable j, this depends on the R2

value of the linear model predicting       by all other predictors: 
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Collinearity – credit card example in ISL
• Assume: we want to predict credit card balance by a model that includes 

age and credit card limit, see R output below

• We now remember that credit score, representing creditworthiness, may 
be relevant to include in the model:

Limit is suddenly non-significant 
– what happened?
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Checking multicollinearity by VIF
• To understand why limit is not significant in the presence of credit score, we 

try linearly predicting each predictor from the other two:

• The very high VIF values if Limit and Score suggest collinearity. The reason 
for this is their linear dependence, see the Score vs Limit plot below:
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Feedback
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Student representatives

• The names of student representatives for this course & 
contact information will be published on the course homepage

• Please inform the student representatives about your 
impression of the course so far, e.g.:

• Overall opinion
• Potential issues
• Improvement suggestions

• This is important even if you give feedback via www.menti.com

https://chalmers.instructure.com/courses/8730/
http://www.menti.com/
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Feedback quiz - optional

Feedback is essential to me so that I can improve the 
lectures during the course. All comments about today’s 
class, assignment 1 or the course in general are welcome!

If you are willing to give feedback, please follow these steps: 
1. Go to www.menti.com
2. Enter the code 30 81 24
3. Answer the questions or enter other comments related to 

the course

http://www.menti.com/
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