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2.1:4 This is the ReLU function, which is very important in Machine Learn-

ing. In a neural network, the activation function is responsible for transforming
the summed weighted input from the node into the activation of the node or
output for that input. The ReLU is useful because it is fast to compute and
therefore “easy to teach”.
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Also, f(0) = 0.
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If n = 0, this equals π2/2, and if n 6= 0 then we can use integration by parts.
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So for odd n, 2πcn = −iπ/n− 2/n2 (because eπ = e3π = −1 and so on) and for
even n, 2πcn = iπ/n. This yields
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Here are some questions for you to investigate: Why would anyone want to
use Fourier methods in Machine Learning? The Fourier series seems much
more difficult to compute numerically than f(θ), but can we truncate the sums
without too much loss of accuracy?
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