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Classical decomposition model

Data is a time series X = (X;,t € Z) with
Xi=mi+s1+ Y, teZ

e Assume we have observed X" = (X1,...,X,,)

the trend component m : Z — R is a slowly changing function

e the seasonal component s : Z — R is a function with period d, i.e.,

St4+d = St

Y = (Y;,t € Z) is a zero mean stationary time series



Let x = ()72} be the monthly observations of the Australian Trade
Weighted Index (ATWI).
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(a) Monthly observations of the ATWI.
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(b) ACF of raw ATWI data.



Let the set (z;)}2, be the quarterly earnings of H&M.
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(a) Quarterly earnings of H&M from (b) Sample autocorrelation function for
January 2006 through April 2016. the H&M data.



Estimation of trend by a moving average filter

trend only: s, =0Vt € Z

q € N with 2¢ < n fixed

two-sided moving average: W; := (2q+ 1)1 ?:_q X;_; for all

t=q+1,...,n—q
Wt = (2(] + 1)71 Z:_q mt_j + (2(] + 1)71 ?:_q )/f_] =~ ™My

My = (2¢+1)71 1 Xijforg+1<t<n-—gq
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Figure: Moving average trends.



Estimation of trend by exponential smoothing

e trend only: s, =0Vt € Z

e for a € [0,1] define one-sided moving averages (i, t =1,...

mye = aXy + (1 — Oé)mt_l

fort=2,...,n and

o fort > 2:
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Figure: Exponential smoothing trends.



Estimation of trend and seasonality by linear least squares

Let m be given by m; := Y_9_, a;t’ for t € Z,q € N. Let s with known
period d be given by s; := >} _, bi cos(2mA,t/d) + ¢ sin(2w At /d) for
t € Z,p € N and some known coefficients (X;)}_; C N.
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period d be given by s; := >} _, bi cos(2mA,t/d) + ¢ sin(2w At /d) for
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The design matrix:
1 .-+ 19 cos(2mA1/d) -+ cos(2mAp/d) sin(2wA1/d) --- sin(27Xp/d)

C:=11-- t% cos(2mAi1t/d) --- cos(2mApt/d) sin(2wAit/d) --- sin(2wApt/d)

1 .-+ n? cos(2mrAin/d) --- cos(2mApn/d) sin(2rAin/d) --- sin(2rApn/d)



Estimation of trend and seasonality by linear least squares

Let m be given by m; := Y_9_, a;t’ for t € Z,q € N. Let s with known
period d be given by s; := >} _, bi cos(2mA,t/d) + ¢ sin(2w At /d) for
t € Z,p € N and some known coefficients (X;)}_; C N.
(a;)i_y, (bj)j—; and (c;)}_; are obtained by

arg min Z(Xt —my — st)Q,

aj,bk,ck. =1

The design matrix:
1 .-+ 19 cos(2mA1/d) -+ cos(2mAp/d) sin(2wA1/d) --- sin(27Xp/d)

C:=11-- t% cos(2mAi1t/d) --- cos(2mApt/d) sin(2wAit/d) --- sin(2wApt/d)

1 .-+ n? cos(2mrAin/d) --- cos(2mApn/d) sin(2rAin/d) --- sin(2rApn/d)
If C'C' is non-singular, then the minimum is given by
(60,81, ., 8g,b1,... by, ¢1,...,6,) = (C'C)~1C'X, where
X =(X1,Xo,...,Xpn).
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Figure: Trend estimation by linear least squares.
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Estimation of trend and seasonality by moving averages

Assume n/d € N
e Forevend=2g¢and g <t<n-—gq

iy = d 27 g g+ Tegga1 27 Ty

For an odd periodd =2¢+1andg<t<n—q

q

mt = d71 E Tt—j-

fork=1,...,dand g < k+jd<n-—q

wy, = |{j € No,¢ < k+jd <n—g}|™! Z (Thtjd— Mt jd),
q<k+jd<n—q

® S i=w, —d ! Z(f:l wj, extend it and reestimate trend on
(LIIt —§t,t: 1,...,n)
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Figure: The H&M data (stars) with an estimated linear trend and seasonal
component with period 4, 7 + §; (line).
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Elimination of trend and seasonality by differencing

e Recall: Xt :mt+st+Yt,t€Z

[ BXt = Xt,1 and BJXt = BjilBXt = Bjilthl == Xt*j
o VXt = Xt — thl = (1 — B)Xt
e Trend:

o Ifmy =300 a;t? then Vim; = ¢ a,
e For s=0, VX, =qlaq + VY,
VaXi=X;— X;q=(1-BHX,
e Seasonality:
o VaXt=my —mi_a+ 5t —St—a+Ye —Yia=Vami +VaYs
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Australian Trade Weighted Index
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(a) Monthly observations of the ATWI.
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(b) Log-returns of the ATWI.



Forecasting a differenced time series

Suppose VNVL]th =Y, where Y = (ﬁ,t € Z) is stationary so

=VN¥V¥X, =(1-B"N1-BYMX,

N+Md N+Md
> B Xy = Y Xk
k=0 k=0
> N+Md
o Xpyyn=Yipn— k=1 kan+h k
e Observations X" tN+Md .— (X v a0, ..., X,) and
Y= (V... V)
o If X_N_adt1,.--,Xo are uncorrelated with Y™ then
N+Md

b (XM — bl (V) = D bl gy (XM,

k=1

bfLJrhfk(anLNJer) = X7L+h—k if h <k
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