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Modeling stock prices/returns

dPt:/LPtdt+UPtdBt,P(0):PO

00147
0.012
0010
0.008
0,006
0.004
0.0024
0.000
0002

0.004

Figure: Path of a Brownian motion.



Modeling stock prices/returns

dPt:/LPtdt+UPtdBt,P(0):PO

P, = Pyexp((u — 270?)t + 0 By).

Path of a geometric Brownian motion

Figure: Path of a geometric Brownian motion.



Modeling stock prices/returns

o Log-returns z = (X, t € Z) fulfills

2
g
Xt = log(PH_l) — log(Pt) = u— ? + J(Bt+l — Bt)

e Assume mean has been removed (or that p = %2)
o X, =07, where Z = (Z,t € Z) ~TIDN(0,1)
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Figure: Observations from the model X; = 0Z;.



Modeling stock prices/returns

Problems when X is meant to be real-world data!

1. X; and X, seem only uncorrelated, not independent.
2. o does not appear to be constant in time.

3. X; has fait tails, i.e., the kurtosis ]éE(()?;)L
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Figure: Returns of the S&P500 index.



Random variance models

Definition
A stochastic process X = (Xy,t € Z) is said to follow a random

variance model if

Xt = UtZt (1)
for all t € Z, where Z = (Z;,t € Z) is IID(0,1) and 0 = (0¢,t € Z) is
an unspecified stochastic process called the volatility. If X; can be

written as a deterministic function of (Zs,s < t) for all t € Z, then X
is said to be causal.



Random variance models

Definition
A stochastic process X = (Xy,t € Z) is said to follow a random
variance model if

X, =017 (1)
for all t € Z, where Z = (Z;,t € Z) is IID(0,1) and 0 = (0¢,t € Z) is
an unspecified stochastic process called the volatility. If X; can be
written as a deterministic function of (Zs,s < t) for all t € Z, then X
is said to be causal.

The realized volatility:
t
62 :=(r—1)""! Z = Ty)?
j=t—r

for observed data (z1,...,x,), fixed 7 <n, and 7 <t < n, where



Conditional heteroscedasticity and ARCH models

Conditional heteroscedasticity:

Var(X¢|X; 1, X; o,...) = B((X;—E(X:))?|X;_1, X¢_2,...) # constant



Conditional heteroscedasticity and ARCH models

Conditional heteroscedasticity:

Var(X¢|X; 1, X; o,...) = B((X;—E(X:))?|X;_1, X¢_2,...) # constant
Autoregressive conditional heteroscedasticity:

Definition

A stochastic process X = (X;,t € Z) is called an ARCH(p) process if
it is stationary and if it satisfies the ARCH equations

Xy = 014,

where Z ~ IID(0, 1),

p
2 _ v2
o; = g + E onXt_j,

Jj=1

ap>0,a;>0frj=1,...,p.



Conditional heteroscedasticity and ARCH models

alz) =ar1z+ -+ 2P



Conditional heteroscedasticity and ARCH models

alz) =ar1z+ -+ 2P

o = ag +a(B) X},



Conditional heteroscedasticity and ARCH models

alz) =ar1z+ -+ 2P
o = ag +a(B) X},
For causal X:

E(X?) =E(07) = ap + Y _ oy B(X}) = ap + (1) E(X7).

J=1



Conditional heteroscedasticity and ARCH models

alz) =ar1z+ -+ 2P
o = ag +a(B) X},
For causal X:

E(X?) =E(07) = ap + Y _ oy B(X}) = ap + (1) E(X7).

J=1




GARCH models

Definition

A stochastic process X = (Xy,t € Z) is called a GARCH(p, q) process
if it is a stationary solution to the GARCH equations

Xy = 0444,

where Z ~ IID(0, 1),
P q
of =ao+) Xl i+ fiol
j=1 i=1

with ag >0, @ >0for j=1,...,p, B >0fori=1,...,q.



GARCH models

Definition

A stochastic process X = (Xy,t € Z) is called a GARCH(p, q) process
if it is a stationary solution to the GARCH equations

Xt = 0124,
where Z ~ IID(0, 1),
P q
of = a0+ ) XL+ Bl
j=1 i=1
with ag >0, @ >0for j=1,...,p, B >0fori=1,...,q.
Usually Z; ~ N(0,1) or \/v/(v —2)Z; ~ t, for all t € Z. The factor

Vv/(v —2) yields Var(Z;) = 1, Z; follows a generalized or
non-standardized t-distribution.



GARCH(1,1)

Proposition
If an + B1 < 1, there exists a stationary solution X = (X;,t € Z) to
the GARCH(1, 1) equations that is given by the equation

X = UtZt;

where Z ~ 11D(0,1) and

o? = ap (1 + (1271 + B Zi o+ B) - (2P, + ﬁ1)> :

i=1
(2)
It is unique (P-a.s.), strictly stationary and causal. Conversely, if
a1 + B1 > 1, then there no non-zero stationary solution to the
GARCH(1,1) equations for which o, can be written as a deterministic
function of (Zs,s < t) for all t € Z.



GARCH(1,1)

Proof.

E(jof]) = E(o?) = a0 (1+ D E (0122, + 1) (@1 22y + A1)

Jj=1

- (Oélzf—j + 51)))
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GARCH(1,1)

Proof.

E(jof]) = E(o?) = a0 (1+ D E (0122, + 1) (@1 22y + A1)

Jj=1

- (Oélzf—j + 51)))

= Q) (1 aF Z(Ql +61)J) = aoﬁ < 0

j=1



GARCH(1,1)

Proof.

2 2 2 2 2 2 2
ao+a1X; | +Pio,_ | =at+aio; 1Z; |+ Pio;_ =ao+(1Z;_ i+ P1)o;_,
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GARCH(1,1)

Proof.

2 2 2 2 2 2 2
a0+ 01X,  +Pioy_ 1 =a0toio, 1Z;, 4 +Pro,_1 =ao+ (1Z;_4 + B1)oy_,

=ap + g (alzf,l 4F B aF E (a1Zt2,1 +51)(061Zt2,2 +B1) - (Ot1Zt2,1,i +/31))

i=1
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GARCH(1,1)

Proof.

2 2 2 2 2 2 2
a0+ 01X,  +Pioy_ 1 =a0toio, 1Z;, 4 +Pro,_1 =ao+ (1Z;_4 + B1)oy_,

=ap + g (alzf,l 4F B aF E (a1Zt2,1 +51)(061Zt2,2 +B1) - (Ot1Zt2,1,i +51))
i=1

oo

—ao(1+aZi 4B+ Y (Zi, +B)(Z] s +Br) - (aZi_ + b))

=2
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GARCH(1,1)

Proof.

2 2 2 2 2 2 2
a0+ 01X,  +Pioy_ 1 =a0toio, 1Z;, 4 +Pro,_1 =ao+ (1Z;_4 + B1)oy_,

=ap + g (alzf,l 4F B aF E (a1Zt2,1 +51)(061Zt2,2 +B1) - (Ot1Zt2,1,i +51))
i=1

oo

—ao(1+aZi 4B+ Y (Zi, +B)(Z] s +Br) - (aZi_ + b))

=2

= ag (1 + Z(alzf,l aF ,31)(0112«?,2 +B81) - (OtlZf,i aF ,31)) = Uf'
i=1



GARCH(1,1)

Proof.

E(X?)

=E(02) = ap + a1 E(X
= ap + E(Xf)(al aF ﬁl)

2
t—1

)+ B1E(0}_4)
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af =y + oz(B)Xt2 + B(B)at2
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GARCH(p.q)

o} = ag + a(B)X} + B(B)o}
Proposition (Existence of a GARCH(p, ¢) process)

If
P q
a()+B81) =D ait+ Y B<1,
i=1 j=1

there exists a unique weakly and strictly stationary causal solution X = (X¢,t € Z)
to the GARCH(p, q) equations and a real-valued sequence (wj);?';o such that
Z;io [$j| < 0o and o2 can be expressed by

oo
o7 =0 + Z"ij?fj-
j=1
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GARCH(p.q)

o} = ag + a(B)X} + B(B)o}
Proposition (Existence of a GARCH(p, ¢) process)

If
P q
a()+B81) =D ait+ Y B<1,
i=1 j=1

there exists a unique weakly and strictly stationary causal solution X = (X¢,t € Z)
to the GARCH(p, q) equations and a real-valued sequence (wj);?';o such that
Z;io [$j| < 0o and o2 can be expressed by

oo
o7 =0 + Z"ij?fj-
j=1

Conversely, if
P q
a(l) +B(1) = Zai 4 Zﬁj > 1,
i=1 j=1

then no stationary and causal solution to the GARCH(p, q) equations for which o
can be written as a deterministic function of (Zs,s < t) for all t € 7 exists.
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GARCH squares as an ARMA process

As before, (1) + (1) <1 =
E(X?) = a0 + (a(1) + B(1)) E(X?)
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GARCH squares as an ARMA process

As before, (1) + (1) <1 =
E(X?) = a0 + (a(1) + B(1)) E(X?)

E(X}) = E(o}) = ﬁ'
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GARCH squares as an ARMA process

As before, (1) + (1) <1 =
E(X?) = a0 + (a(1) + B(1)) E(X?)

_—
2\ — F(g2) = — 0
E(Xf) - E( f) 1— a(1> _ ﬁ(l)
Exercise: If E(0}) < +00, X? = (X2,t € Z) ~ ARMA (max{p, ¢}, q)
with
¢(2) =1 —a(z) - B(2),
0(z) =1-5(2)

and mean ag(1 — a(1) — B(1)) !
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GARCH squares as an ARMA process

As before, (1) + (1) <1 =
E(X?) = a0 + (a(1) + B(1)) E(X?)

— o
E(X?) =E(0?) = ———.
( t) (f) 1—0((1)—ﬁ(1)
Exercise: If E(0}) < +00, X? = (X2,t € Z) ~ ARMA (max{p, ¢}, q)
with

¢(2) =1 —a(z) - B(2),
0(z) =1-p(2)
and mean ag(1 — (1) — B(1))~L. Alternatively:

max{p,q} q
XP— > (i+B)X7 =a0+m— Y B,
i=1 j=1

where a; := 0 for i > p, 8; := 0 for i > q and 1, := X? — o7 is white

noise.
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